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Low-Latency Reweighted Belief Propagation Decoding for LDPC Codes
Jingjing Liu and Rodrigo C. de Lamare

Abstract—In this paper we propose a novel message passing
algorithm which exploits the existence of short cycles to obtain
performance gains by reweighting the factor graph. The pro-
posed decoding algorithm is called variable factor appearance
probability belief propagation (VFAP-BP) algorithm and is suit-
able for wireless communications applications with low-latency
and short blocks. Simulation results show that the VFAP-BP
algorithm outperforms the standard BP algorithm, and requires
a significantly smaller number of iterations when decoding either
general or commercial LDPC codes.

Index Terms—Belief propagation, reweighting the factor
graph, message passing, low-latency, commercial LDPC codes.

I. INTRODUCTION

LOW-DENSITY parity-check (LDPC) codes are recog-
nized as a class of linear block codes which can achieve

near-Shannon capacity with linear-time encoding and par-
allelizable decoding algorithms. LDPC codes were first in-
vented by Gallager in his doctoral dissertation [1] and re-
discovered by MacKay et al. in the 1990s [2]. The advantages
of LDPC codes arise from the sparse (low-density) parity-
check matrices which can be uniquely depicted by graphical
representations, referred to as Tanner graphs [3]. Equipped
with efficient decoders, LDPC codes have found applications
in a number of communication standards, such as DVB-S2
and Wi-Fi 802.11.

The belief propagation (BP) algorithm, sometimes also
called sum-product algorithm (SPA), is a powerful algo-
rithm to approximately solve inference problems in statistical
physics, computer vision, distributed hypothesis testing, co-
operative localization, and error control coding. This message
passing algorithm computes accurate marginal distributions of
variables corresponding to each node of a graphical model,
and is exceptionally useful when optimal inference decoding
is computationally prohibitive due to the large size of a graph.
Additionally, the BP algorithm is capable of producing the
exact inference solutions if the graphical model is acyclic
(i.e., a tree), while it does not guarantee to converge if the
graph possesses short cycles which significantly deteriorate
the overall performance [4]. Since the BP algorithm started to
be applied as a decoding algorithm for turbo and LDPC codes,
various versions of BP graph-based decoding algorithms have
been reported in the area. However, the lack of a convergence
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guarantee and the high-latency due to many decoding itera-
tions are still open issues for researchers when it comes to
effectively decoding LDPC codes in wireless communications
applications, where a large amount of data transmission and
data storage are required. Recently, Wymeersch et al. [5], [6]
introduced the uniformly reweighted BP (URW-BP) algorithm
which exploits BP’s distributed nature and reduces the factor
appearance probability (FAP) in [4] to a constant value. In [6],
the URW-BP has been shown to outperform the standard BP
in terms of LDPC decoding among other applications.

In this paper, we investigate the idea of reweighting a
suitable part of the factorized graph while also statistically
taking the effect of short cycles into account. By combining
the reweighting strategy with the knowledge of the short cycles
obtained by the cycle counting algorithms [8], [9], we present
the variable FAP BP (VFAP-BP) algorithm. The VFAP-BP
algorithm assigns distinct FAP values to each parity-check
node on the basis of the structure of short cycles rather
than a complex global graphical optimization. We also ex-
tend the application of reweighted message passing decoding
algorithms from symmetric graphs to asymmetric graphs.
Simulation results show that the proposed VFAP-BP algorithm
consistently outperforms URW-BP for irregular LDPC codes,
and offers a better bit-error rate (BER) performance than the
standard BP for both regular and irregular codes when using a
small number of iterations. As a result, VFAP-BP considerably
improves the convergence behavior of the BP decoder, which
allows a lower decoding latency.

The organization of this paper is as follows: Section II
introduces the background in terms of understanding standard
BP rules and URW-BP algorithms. In Section III, the proposed
VFAP-BP algorithm is presented in detail. Section IV shows
the simulation results along with discussions. Finally, Section
V concludes the paper.

II. STANDARD BP ALGORITHM AND ITS VARIATIONS

A. Standard BP Algorithm for Decoding LDPC Codes

Suppose we have K information bits being transmitted and
a set of codewords x with block length N is formed by
an LDPC encoder, such that the code rate R is K/N and
the corresponding parity-check is an M × N(M = N −K)
sparse matrix H containing at least 99% of 0 entries. After
the transmission, the objective of the decoder is to find an
1×N estimated codeword x̂ which satisfies the parity-check
condition Hx̂T = 0. Thus, we can interpret the decoding
process as finding x̂ = argmax p(x|y). Using Bayes’ rule
the a posteriori distribution becomes

p(x|y) = p(y|x)p(x)
p(y)

, (1)
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where the likelihood ratios p(y|x) can be obtained from
the channel and p(x) is the prior information. Nevertheless,
directly calculating p(x|y) or p(y) is computationally pro-
hibitive because of the size of x [4]. For this reason, we resort
to BP as a near-optimal message passing algorithm which can
approximate either p(x|y) or p(y).

In the application of decoding, the BP algorithm performs
distributed local computations so as to approximate a maxi-
mum likelihood solution of p(xj |y) for (j = 0, 1, . . . , N − 1).
The LDPC codes can be represented by a factor graph where
the M square nodes stand for M parity-check equations and
the N circle nodes relate to N encoded binary bits. There is
an edge connecting the check node Ci and the variable node
Vj in the factor graph if the entry hij of the parity-check
matrix H equals 1. All the check nodes and the variable nodes
work cooperatively and iteratively so as to estimate p(xj |y)
for (j = 0, 1, . . . , N − 1) [3]. Following a set of message
passing rules, the variable nodes (check nodes) process the
incoming message and send the extrinsic information to their
neighboring check nodes (variable nodes) back and forth in an
iterative fashion, until all M parity check conditions are met
(Hx̂T = 0) or the decoder reaches the maximum number of
iterations.

B. URW-BP Algorithm for High-Order Interactions

When the factor graph is a tree with no cycles, the standard
BP algorithm is able to perform accurate approximation in a
few iterations. In the presence of cycles, it normally requires
a larger number of iterations and may fail to converge [2].
In [4], the authors developed a novel TRW-BP algorithm
which improves the convergence of BP by reweighting certain
portions of the factorized graphical representation. However,
the TRW-BP algorithm only considers a factorized graph with
pairwise interactions, and is not suitable for distributed infer-
ence problems since it optimizes the reweighting parameters
over spanning trees. These issues have been addressed by the
URW-BP algorithm reported in [6], which extends the pairwise
factorizations of TRW-BP to hypergraphs, and replaces a
series of globally optimized parameters with a simple constant.
With a small number of decoding iterations, the URW-BP
algorithm has been verified to outperform the standard BP
algorithm for regular LDPC codes that possess a roughly
uniform structure [5]. However, how to choose the optimal
ρ is still an open issue.

III. PROPOSED VFAP-BP DECODING ALGORITHM

This section presents the proposed VFAP-BP algorithm,
in which we devise a simple criterion for determining the
reweighting parameters so as to improve the decoding per-
formance with respect to both regular and irregular LDPC
codes. The idea behind the proposed algorithm is inspired by
the fact that the existence of short cycles creates the statistical
dependency among the incoming messages being exchanged
by nodes, such that the outgoing messages inaccurately have a
high reliability or equivalently a low quality. This problem is
often referred as “overconfident” or “overestimation” [4], [6].
As shown in Fig. 1, the URW-BP tackles the “overconfidence”
by delegating a uniform reweighting parameter ρu to each

C0 C1 CM−1

V0 V1 V2 VN−1

ρ0 ρ1 ρM−1

Fig. 1. The graphical model depicts BP decoding algorithms for LDPC
codes, where ρi(i = 0, 1, . . . ,M − 1) = 1 corresponds to the standard BP,
ρi(i = 0, 1, . . . ,M − 1) = ρu corresponds to the URW-BP, and ρi(i =
0, 1, . . . ,M − 1) = ρv or 1 depending on a variable condition corresponds
to the proposed VFAP-BP.

parity-check node, resulting in less concentrated and more ro-
bust beliefs [6]. On the other hand, it is well-known that not all
short cycles are equally detrimental with respect to decoding
performance. Specifically, check nodes having a large number
of short cycles are more likely to form clusters of small cycles,
which significantly obstruct the convergence of BP algorithm
within limited iterations [7]. By assigning various FAP values
ρi(i = 0, 1, . . . ,M − 1) in Fig. 1, the proposed VFAP-BP
algorithm takes advantage of the reweighting strategy as well
as the knowledge of the structure of short cycles. According
to [6], URW-BP and the optimized TRW-BP are equivalent as
the factor graph G has a symmetric factorization that refers
to codes with regular design. Otherwise, a uniform choice of
ρ does not guarantee to improve the convergence of the BP
algorithm. On the other hand, a symmetric factor graph is not
required for the proposed VFAP-BP algorithm since it adjusts
the reweighting parameter based on the knowledge of short
cycles, rather on the factorization of the graph. For this reason,
it is also suitable for LDPC codes with irregular designs. In
the following, we briefly explain the algorithm that we employ
to count short cycles in the factor graph, then introduce the
message passing rules and the VFAP-BP decoding algorithm
flow.

Counting short cycles exactly in an arbitrary graph seems
computationally impossible. However, the cycle counting al-
gorithm [8] transforms the problem of counting cycles into
that of counting the so-called lollipop walks through matrix
multiplications. Note that the counting cycle algorithm in [9]
can also be applied and works more efficiently when the
sparse graph becomes larger. As a consequence, resorting
to either algorithm provides the knowledge of the girth g
in the factor graph and the number of length-g cycles with
respect to every check node Ci(i = 0, 1, . . . ,M − 1). In this
work, we focus on the value of g, si(i = 0, 1, . . . ,M − 1
the number of length-g cycles passing a check node Ci, and
μg the average number of length-g cycles passing a check
node. In a similar way to [4] and [6], the reweighting vector
ρi = [ρ0, ρ1, . . . , ρM−1] consists of variable factor appearance
probabilities (FAP), which originally describe the probabilities
of any check node appearing in a potential spanning tree. As
shown in Fig. 1, every check node Ci is assigned to a FAP
value such that the outgoing messages from a check node
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are either unchanged or partially reweighted. This depends on
whether the outgoing massages from a check node contribute
to the extrinsic message passing or not. A check node obstructs
convergence or lead to low-quality beliefs due to creating
dependency within the cluster of short cycles. As a result, two
cases can be distinguished by a simple criterion: if si < μg

the check node Ci is regarded as constructive then ρi = 1;
otherwise this check node is determined as a destructive node
and we have ρi = ρv, where ρv = 2/n̄D, and n̄D is the the
average connectivity for N variable nodes which is computed
as

n̄D =
1

∫ 1

0 υ(x)dx
=

M

N
∫ 1

0 ν(x)dx
, (2)

where υ(x) and ν(x) are the distributions of variable nodes
and check nodes.

The message passing rules of the proposed VFAP-BP
algorithm are similar to those derived in [6] for URW-BP
algorithm. We denote the beliefs by log-likelihood ratios
(LLRs), and are initialized by L(xj) = log

p(yj |xj=1)
p(yj |xj=0) = 2

yj

σ2

for an additive white Gaussian noise (AWGN) channel, where
σ2 is the noise variance. The message sent from Vj to Ci is
given by

Ψji = L(xj) +
∑

i′∈N (j)\i
ρi′Λi′j − (1− ρi)Λij . (3)

where i′ ∈ N (j)\i is the neighboring set of check nodes of
Vj except Ci. The quantity Λij denotes messages sent from
Ci to Vj in the previous iteration, then for all check nodes Ci

for (i = 0, 1, . . . ,M − 1) we update Λij as:

Λij = 2tanh−1
( ∏

j′∈N (i)\j
tanh

Ψj′i

2

)
, (4)

where ‘tanh(·)‘ denotes the hyperbolic tangent function. Fi-
nally, we have the belief b(xj) with respect to xj described
by

b(xj) = L(xj) +
∑

i∈N (j)

ρiΛij . (5)

Using the above message passing rules, the proposed VFAP-
BP decoding algorithm is depicted in Table I. Note that ρv =
2/n̄D at the initialization is an approximation of the optimized
FAP value according to [4]. As an improvement to the URW-
BP, the proposed VFAP-BP requires an additional complexity
of O(gN) due to the cycle counting algorithm. Nevertheless,
the extra complexity is very small when compared to a global
optimization with complexity of O(M2N). Notice that the
computation of counting cycles can be further simplified if
the algorithm in [9] is applied for larger sparse graphs. More
importantly, the proposed algorithm is capable of improving
the performance of BP to decode LDPC codes with uniform
structures (regular codes) and with non-uniform structures
(irregular codes).

IV. SIMULATION RESULTS

In this section, we compare the proposed VFAP-BP with
the standard BP and URW-BP using simulations. To illustrate
the potential application of the proposed algorithm, we have
tested a wide range of LDPC codes with different design

TABLE I
THE ALGORITHM FLOW OF THE VFAP-BP ALGORITHM

Initialization:

1: Find the girth g and si the number of length-g cycles passing
the check node Ci ;
2: Determine variable FAPs for each check node: if si < μg ρi = 1,
otherwise ρi = ρv where ρv = 2/n̄D ;

VFAP-BP decoding:

Step 1: Set Imax the maximum number of iterations and initialize
L(x) = 2 y

σ2 ;
Step 2: Update the message passed from variable node Vj to check
node Ci using (3), where Λi′j and Λij are 0s at the first iteration;
Step 3: Update the message passed from variable node Ci to check
node Vj ;
Step 4: Update the belief b(xj) using (5) and decide x̂;
Step 5: Decoding stops if Hx̂T = 0 or Imax is reached, otherwise
go back to Step 2.
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Fig. 2. Comparison of the convergent behaviors of the URW-BP, VFAP-BP
and standard BP algorithms for decoding regular LDPC codes, where SNR
equals to 2 dB, 4 dB and 6 dB.

methods, two of which are MacKay’s regular codes [2] and
irregular Quasi-cyclic (QC)-LDPC codes selected as standard
codes for WiMax 802.16e [10]. The regular code (3, 6) has a
block length N = 1000 and rate R = 0.5, while the irregular
code has a block length N = 576, rate R = 0.5, and degree
distributions υ(x) = 0.21 × x5 + 0.33 × x2 + 0.46 × x and
ν(x) = 0.33× x6 +0.67× x5. Notice that for the purpose of
a fair comparison the optimized ρu of URW-BP is acquired
from the numerical method, similarly to [5], [6], which is
normally larger than 2/n̄D (ρu ≈ 0.92 for the regular code
while ρu ≈ 0.85 for the irregular code).

In Fig. 2, at different signal-to-noise ratios (SNRs) the
convergence behaviors of the proposed VFAP-BP, the URW-
BP, and the standard BP algorithms are compared for decoding
the regular LDPC code within a small number of iterations.
The VFAP-BP converges faster than the other algorithms at
SNR of 2 dB but its advantage diminishes at higher SNR
values, resulting from the fact that for the standard BP or
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Fig. 3. Comparison of the BER performances of the VFAP-BP, URW-BP and
standard BP algorithms while decoding regular LDPC codes with a maximum
of 10 and 60 decoding iterations.
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Fig. 4. Comparison of the convergent behaviors of the URW-BP, VFAP-BP
and standard BP algorithms for decoding irregular QC-LDPC codes, where
SNR equals to 2 dB, 4 dB and 6 dB.

URW-BP with a uniform FAP the convergence guarantees are
strengthened when the noise variance is reduced [11]. Fig. 3
reveals the decoding performances of three algorithms where
the VFAP-BP outperforms others whereas the performance
gain decreases as more iterations are performed. In the case of
irregular codes, the proposed VFAP-BP algorithm still works
better than the standard BP while the asymmetric factorization
of the irregular graph deteriorates the performance of URW-
BP, as shown in Fig. 4. Moreover, Fig. 5 demonstrates that
the VFAP-BP outperforms the standard BP up to 0.5 dB with
a maximum of 10 iterations, even though the performance
gap narrows when the number of iterations increases. Con-
sequently, for both regular and irregular codes the proposed
VFAP-BP is able to provide a better decoding performance
than URW-BP and the standard BP with a limited number of
iterations.
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Fig. 5. Comparison of the BER performances of the VFAP-BP, URW-BP
and standard BP algorithms while decoding irregular QC-LDPC codes with
a maximum of 10 and 30 decoding iterations.

V. CONCLUSION

In this paper, we have devised a message passing decoding
algorithm that employs the reweighting approach and exploits
the knowledge of the graph structure with short cycles. The
proposed VFAP-BP algorithm has shown a good convergence
behavior when compared to the standard BP and the URW-
BP algorithms within a limited number of decoding iterations,
which is desirable in wireless communication systems with
low delay or low latency requirements. Unlike URW-BP,
VFAP-BP can also improve the decoding performance over
the standard BP when decoding irregular LDPC codes, since
it does not require a symmetric factor graph.
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