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Abstract—A novel complex sphere decoder is proposed in this
paper, which achieves a lower complexity than existing tech-
niques with the aid of successive interference cancellation (SIC),
statistical pruning strategy (SPS) and a modified probabilistic
tree pruning (MPTP) in the search strategy. In the proposed
method, enumeration schemes can be avoided once the best
partial path metrics (PPMs) fail to satisfy the constraint obtained
by the MPTP for a given layer. In addition, the SIC provides a
simple method to obtain the possible best candidate for each
layer. This strategy effectively eliminates the extra branches
without enumeration, if no candidates are available for each layer.
Simulations illustrate that the proposed algorithm can reach
near-maximum likelihood (ML) performance with a reduction
in computational complexity.

I. INTRODUCTION

Multi-input and multi-output (MIMO) architectures are a
very promising technique for high data rate transmission.
In order to achieve a high spectral efficiency, maximum
likelihood (ML) detection should be employed with high
order constellations. However, “brute-force” ML detection is
impractical even for a small system. An alternative method
is called the sphere decoder (SD), and this has attracted sig-
nificant attention recently, due to the considerable complexity
reduction it achieves [1], [2]. The key idea behind the SD is
to find the lattice point closest to the received signals within
the sphere radius. Although the computational complexity
has been greatly reduced by Schnorr-Euchner enumeration
(SE) [3], [4], sequential Fano decoders [5], and statistical
pruning based algorithm [6]-[8], it is still very high for large
numbers of antennas and high order constellations compared
to suboptimal methods, such as linear or DFE based techniques
[9], [10].

In most applications, the complex-valued system is decou-
pled and reformulated as an equivalent real-valued system.
Real-valued SDs based on this approach can only process lat-
tice based modulation schemes such as quadrature amplitude
modulation (QAM) and pulse amplitude modulation (PAM),
while other modulations such as phase shift keying (PSK)
cannot be processed as efficiently, because some invalid lattice
points are included in the search. Additionally, the depth
of the expanded tree for real-valued SDs is twice that of
complex counterparts. Hence, the complex-valued SE-SD and
a modified version were proposed in [11], [12] respectively,
which avoids the decoupling of the complex system and can be
widely applied to other modulations without reaching invalid
lattice points. Especially, the latter one has already achieved
a very low complexity compared to other real-valued and
complex-valued SDs [13]. However, the intricacy of complex
SE enumeration is still a weak point that make the real-
valued SDs preferred for hardware implementation. Besides

the schemes described above, some novel low-complexity
complex enumerators have been studied in [14]-[16], which
are interchangeable in most complex-valued SDs. However,
the enumeration still must be employed in each layer for
several times. In the rest of this paper, the SDs we discuss
are all based on complex-valued SE enumeration in [11], [12],
namely computation of coordinate bound (CCB) enumeration.

Motivated by the description above and probabilistic tree
pruning SD (PTP-SD) [7], we develop a novel complex-valued
SD (CSD) with statistical pruning strategy (SPS), modified
probabilistic tree pruning (MPTP) and SIC. There are three
contributions in the proposed method: 1) The use of MPTP to
reduce the number of nodes visited by evaluating the partial
path metrics (PPMs) of the next layer’s nulling-cancelling
(NC) point. If the constraint of MPTP is not satisfied by the
NC point (the best candidate) for a given layer, the complex
SE enumeration can be avoided. (Note that other novel enu-
meration schemes can also be exploited to replace the CCB
and sorting procedures in [11], [12] as stated above.) 2) For
the SPS, the radius can be updated by the SPS at the bottom
layer, if the first updated radius obtained by SIC is greater
than the value given by SPS. This is done because if this is
the case the radius updated by NC points is probably too large
for the following search for some extreme cases. Compared to
the proposed algorithm, the inter-search radius control scheme
(ISRC) works in a similar way. But it must perform several
Q-function and inverse Q-function calculations [8], and the
parameters for ISRC are difficult to choose to maintain the
tradeoff between complexity and performance. 3) Additional
conditions for the CCB are specified by the proposed algorithm
to avoid of missing possible candidates in each layer, which
makes the candidates chosen by CCB more reliable with the
reduced radius. Simulation results show that the proposed
method can achieve a substantial complexity reduction as
compared to existing CSD algorithms.

The rest of the paper is organized as follows. Section II
presents the system model and problem formulation. Section
III describes the conventional and proposed complex sphere
decoder with relevant modifications as well as the algorithm
table. In Section IV, the simulation results demonstrate the
computational cost and bit error rate (BER) performance. The
conclusions are drawn in Section V, and future directions for
the work are indicated.

II. SYSTEM MODEL

We consider the following complex-valued linear model:

r=Ht+v, (D



where v, v € CN, R(t)(S(t)) € RN, H € CN*Nt has
full column rank, and R and Z denotes the sets of complex
numbers and real integers respectively. In wireless communi-
cations, t, r, and v are the transmit, receive, and the additive
white Gaussian noise (AWGN) vectors.The latter follows the
Gaussian distribution CA'(Ox, x1,02In,x1). The quantity H
is a random matrix that models the frequency-flat channel,
the coefficients of which are i.i.d (independent and identically
distributed) with complex Gaussian distribution. It randomly
varies symbol by symbol. The channel state information is
assumed to be known to the receiver perfectly. The “brute-
force” ML solution can be obtained by exhaustive search with
exponentially increasing complexity. From the system model
above, the ML solution can be expressed as

ty, = argmin ||r — Ht||?, (2)
tes
where S is the set of all possible transmit signal vectors with
size |S| = M™N¢. The quantity M denotes the constellation
size for each transmit antenna.

ITI. THE PROPOSED COMPLEX SPHERE DECODER
A. Review of the Conventional Complex Sphere Decoder

The channel matrix H in (2) can be decomposed into the
matrices Q and R using a complex QR-decomposition given
by

H=QR subjectto QQ' =Iy .n,, 3)

where Q € CN-*Nr is an orthogonal matrix, R € CNexNe g
an upper triangular matrix whose diagonal elements are real
values. It is noted that only the first N; columns of Q and
the first N; rows of R are used, if N; < N,.. The superscript
1 denotes the complex conjugate transpose. The tree structure
system model can be described as

z:QTr:Rt—kg\L\:. 4)

w

The ML solution is given by

ty, = argmin ||z — Rt||?
tesS

N i—1 %)
rijti|

= argminz Zi — Tiiti —

tes i =
where r; ; denotes the (NV; —i+ 1, N, — j + 1)th element of
R, and z; and w; are the (IN; — i + 1)th entries of the vector
z and w, respectively.

1) Detection Ordering: The sorted QR decomposition
(SQRD) is introduced to speed up the search in our algorithm
[17], which can further consolidate the complexity reduction
obtained by the proposed algorithm. Other advanced tech-
niques can also be used such as MMSE-SQRD.

2) Computation of Coordinate Bound: This bound was first
proposed in [11], and an improved version was presented
in [12], which separates the constellation points into groups
located on one or multiple concentric rings and computes
the phase range based on the current sphere radius and
previously detected symbols fj and 7; ;. In this case, these
constellation points can be tested according to the bound in
Eq. (8) to determine whether they are in the circle of NC

points. We assume t¥ = e where t¥ is the kth candidate
constellation point at layer ¢, v denotes the particular radius
of one concentric ring of the constellation, and 0 < 6}, < 2.
The NC point for the :th layer can be defined as

i—1
0 = | 2z — Zﬂ‘,ﬂ?j /Ti,i, 6)
i=1

and we thus calculate the phase range of 6 as

1 T,
cos(b — 0s,) = 215, (72 + |6:> — Tg> =4 (7

where T; = Ty. The candidates in layer ¢ for a given concentric
ring can be categorized as

0,9 >1,
thk=1,2,..., M,y < -1

tk. 0) € [05, — arccos(v), 85, + arccos(1))],

cand __
teand —

®)
where 0 < arccos(y)) < .

B. The Proposed Algorithm

We present a novel search strategy with the aid of SIC, and
the MPTP algorithm to reduce the number of visited nodes
and avoid the possible cost of the CCB, and SPS to control
the updated radius and hence to further eliminate unnecessary
candidates.

1) Search Strategy: Compared to conventional SE-CSD, the
novel search strategy firstly performs SIC to obtain the NC
points and the full path metric (FPM) without calculating the
partial path metrics (PPMs) of other constellation points and
sorting for each layer, and the radius 7, may be updated by
FPM or SPS T, in III-B2 once the search reaches the bottom
layer. The rest of the search can be performed upwards starting
from the NC point of the bottom layer and not the top layer as
in conventional SE-CSD. Additionally, the span of the search
tree in Fig. ?? can be further shrunk by MPTP. In Eq. (7), the
T; can be replaced by p; in III-B3 for CCB rather than Tj.
Hence, the number of possible candidates for each layer can
be significantly reduced. The details of the proposed algorithm
are specified in Alg. 1.

2) Statistical Pruning Strategy: The possible radius for SDs
can be calculated as T, = 0283 according to [18].

Ts/0'2 1 th—l 5
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9)
where ¢ is the threshold probability defined according to the
size of the system, the modulation and the number of possible
ML solutions, the parameter S can be easily obtained by
the inverse incomplete Gamma function. Once Ty > Tj, the
quantity Ty will be replaced by T at the bottom layer.



3) Modified Probabilistic Tree Pruning: Denoting the de-
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We assume the remaining N;—m layers’ symbols are perfectly Y ‘y“x y
detected. Hence, the full metric weight can be represented as e X % X
Nt XX a X X
Pn+ Y |wil® < T, (11) " S
i=ml (a) Case 1 (b) Case II

where P, = > " B,. Since Z S lwil?/o? ~ x* with
2(Ny — m) degrees of freedom. The noise term can be
given as ZZ].V:*mH \w;|?/o? < (Ty — Py)/o?. Accordingly,
the probability of ZfV:me lw;|?/o? < (Ty — Pp)/o?
reasonably large, so that

E((To — Pm)/0”; Ny

where ¢, Pr(zz ma1 [wil?/0? < (Ty — Pp)/o?) and
E(z;a) = [ F(a) e 't%71dt. €, denotes the pre-defined
probability of occurrence for the above event. According to
(12), the PPM P,,, becomes

PmSTQ—O'

—m) =€y < €, (12)

2E_l(ep;Nt —m),

where 271 (z; a) is the inverse of Z(z; a). In other words, any
PPM P,, larger than the LHS of (13) is unlikely to be the
correct path for the ML solution, so these nodes with their
child nodes are eliminated from the search tree. In order to
avoid the CCB, we introduce the quantized NC point Q(9,,)
to calculate the best PPM for the mth layer as

2

13)

m—1
Bfn = |Am — Tm,mQ((Sm) - ri,jfj + mely (14)
j=1
and
B> pons (15)
where p,, = Ty — 0?E7 (€p; Ny — m), and Q(d,,,) is the

constellation point obtained by CCB in Eq. (6) for the given
mth layer. If the inequality in Eq. (15) is satisfied, the NC
point and the remaining nodes with their child nodes are all
pruned, and the CCB is not carried out, which saves the cost
it introduces. Additionally, the quantity p; is used in Eq. (7)
to replace 7; to further reduce the number of candidates, and
is pre-computed at the start of the transmission without any
additional complexity.

C. Additional conditions for CCB

There are two additional conditions (AC) we should con-
sider to avoid the performance loss, if we introduce T; = p;
as the intra radius for CCB.

1. If 65, — arccos(¢)) < 0 and 65, + arccos(yp) > 0, set
- < 0 < 7. If 0 <6 < 2w, some constellation points
located in [, 27| will be eliminated erroneously.

2. If 05, + arccos(¢)) > 2w, set 05, + arccos(yp) = 05, +
arccos(y) — 2m. The upper limit of the phase range is

Fig. 1: Additional conditions for two special cases

greater than 27 that will cause the constellation points in

[0, 7] will not be included.
In Fig. 1, we present two special cases that can be fixed by
the conditions described above. The phase range between — %Tﬂ
and T is not matched to the above definition 0 < 6, < 27, so
the two points between 2 = and 27 will be pruned erroneously
in Fig. la within the red circle. For Fig. 1b, the phase of
the constellation point is %, which should be considered as
a candidate based on the phase range. But the upper limit
of phase range obtained by CCB is greater than 27, which
will eliminate the candidate at 7. Note that these additional
conditions are not specified in previous works such as [11],
[12]. For PSK modulation and 4QAM, all constellation points
are located on one ring, and the candidates can be obtained in
one shot. For high order QAM, the CCB must be performed
for different concentric rings.

Algorithm 1 Proposed complex sphere decoder
Input: Ty = o0, R, z, p;,0 =1,2,..., Ny

Output: tML
1: Compute the NC points and obtain the full path metric and partial path
metrics P N, save t1,...,Ny» tML =t.

2: fTs < PNt, PN,: =Ts. end Set Top = Pp, . Perform step 6, and set
k; =1, Vi.

3: Set i = N¢, go to 17.

4: Compute the PPM Bf according to (6) and (14).

5: If BY > p;, go to 17.

6: Else obtain the sorted candidates tfi € tg““d,ki =[1,2,...,N] in
(8) by the complex SE enumeration (CCB) with p;.
Set k; = 0.

7: end

8 ki =k;+1.

9: If k; < N} or i = N¢, go to 12.

10: Else go to 17.

11: end

12: Calculate the PPM for the kth candidate at the ith layer, Piki = Bf i
Pz 1

13: If i = Ny, Pp, —P i, go to 20. end

14: Else go to 16.

15: end

16: If PFi < Ty, i=i+1,P_1 = P"7", save ;_1, go to 4. end

17: i =1—1. N

18: If i = 0, output tyy, and terminate.
19: Else go to 8.

20: end

21: If PN, < Tp. To = Pp,,

22: ¥ Ts <To, To =Ts. end

23: tw, = t, go to 17.

24: end
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Fig. 2: Comparison of BER and then number of visited nodes per channel use with perfect channel estimates between the proposed and other CSDs for
Ny = N, = 8 with 16QAM. red Note that the curves of Conventional SE-CSD, Pham-CSD, PTP-CSD and proposed-CSD w/ AC are superimposed in (a).
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Fig. 4: Worst case complexity of CSDs against SNR, Ny = N, = 8 with
16QAM

IV. SIMULATION RESULTS

In this section, the performance and complexity of several
CSDs are compared in terms of bit error rate (BER) and
the number of visited nodes in a 8 X 8-MIMO system with
16QAM and 8PSK. An MPSK modulation in our simulation
is defined as ye"+)™/M . — 0, 1,..., M —1. We consider
the conventional SE-CSD, Pham-CSD [12], PTP-CSD [7],
the proposed CSD with and without additional conditions
for CCB, all of which are complex SE enumeration based

» = 8 with 8PSK. Note that the curves of Conventional SE-CSD, Pham-CSD, PTP-CSD and proposed-CSD w/ AC are superimposed in (a).

CSD with Ty = oo at the beginning of the search. The
PTP can be simply extended to Pham-CSD. The signal-to-
noise ratio (SNR) is defined as SNR(dB) = 10log; (EJ]QV r )
The probabilistic noise constraint is set to ¢, = 0.2. The
threshold € for SPS must be appropriately adjusted according
to the dimensions and the modulation as stated earlier, and
we set ¢ = 0.001. The ISRC scheme [8] is not employed,
because of the difficulty of choosing parameters. As shown in
Figs. 2 and 3, the complexity of the proposed CSD improves
upon the others in terms of visited nodes per channel use
by over 25% for 16QAM and more than 25% for 8PSK at
high SNRs without any BER performance loss, even compared
to conventional SE-CSD in the mid and high SNR regime.
The performance loss of the proposed algorithm without
additional conditions (AC) is significant at high SNRs. In
other words, it is more sensitive to the missing candidates
in low noise scenarios. However, the complexity reduction is
not obvious at low SNR scenarios due to the CCB including
more unreliable constellation points. It is well known that the
complexity of SDs will converge at very high SNR values, so
the improvement of the proposed SD is reduced at high SNR,
but is still very promising. The worst case complexity (the
number of visited nodes is greater than the numbers of 99% of
channel uses’ visited nodes) of CSDs are also plotted in Fig. 4,
which implies that the number of visited nodes of the proposed




“The number of FLOPS/channel use

CSD is tightly lower bounded by the complexity of SIC at
high SNRs. Additionally, the complexity of SDs increases
exponentially with increasing dimension. We therefore plot the
number of visited nodes against the dimensions (N; = N,.) at
a high SNR value (20dB) to show that the complexity is still
reduced by our proposed algorithm in Fig. 5. The complexity
discussed so far is only based on the number of visited nodes.
In order to show the advantages of avoiding complex SE
enumeration (CCB) and eliminating unnecessary candidates,
the curves with the number of FLOPS are presented in Fig.
6. The proposed algorithm still outperforms the other CSDs,
because of fewer implementations of complex SE enumera-
tion and the reduced number of candidates. The number of
FLOPS of detection ordering are not considered, because the
CSDs are performed with the same preprocessing technique.
Furthermore, the parameters for MPTP can be pre-computed
before the start of the transmission.
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Fig. 6: Comparison of FLOPS between the proposed and other CSDs for
Nt = N, = 8 with 16QAM and 8PSK

V. CONCLUSION

In this paper, we have presented a novel complex-valued
SD to further reduce the complexity by employing MPTP, SPS
and SIC, which can specify a probabilistic noise constraint to
control the CCB and the number of visited nodes with the aid
of SPS and SIC. The future direction of the proposed method
can be naturally extended to list SD (LSD) [11] to reduce
the computational cost for the maximum a posteriori (MAP)
detector.
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