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Abstract

Code division multiple access (CDMA) techniques have been widely employed by differ-
ent wireless systems with many advantages. However, the performance of these systems
is limited by interference. A number of different interference suppression techniques
have been proposed, including multiuser detection, beamforming, adaptive supervised
and blind algorithms, and transmit processing techniques requiring a limited feedback
channel. Recently, CDMA techniques have also been combined with multicarrier and
multiantenna schemes to further increase the system capacity and performance. This the-
sis investigates the existing algorithms and structures and proposes novel interference
suppression algorithms for spread spectrum systems.

Firstly we investigate blind constrained constant modulus (CCM) stochastic gradient
(SG) receivers with a low-complexity variable step-size mechanism for downlink direct
sequence CDMA (DS-CDMA) systems. This algorithm provides better performance than
existing blind schemes in non-stationary scenarios. Convergence and tracking analyses of
the proposed adaptation techniques are carried out for multipath channels.

Secondly, we propose a novel space-time adaptive minimum mean squared error
(MMSE) decision feedback (DF) detection scheme for DS-CDMA systems with multiple
receive antennas, which employs multiple-parallel feedback branches (MPF) for interfer-
ence cancellation. The proposed scheme is further combined with multistage detectors to
refine estimated symbols and provide uniform performance over all users. Simulation re-
sults show that the proposed space-time MPF-DF detector outperforms existing schemes.

Thirdly, we concentrate on transmit processing techniques. A novel switched inter-
leaving algorithm is proposed to suppress interference for DS-CDMA systems, which
requires the cooperation among the transmitter and the receiver, and a feedback channel
sending the index of the interleaver to be used. The best interleaving pattern is chosen
by the selection functions at the receiver from a codebook known to both the receiver
and the transmitter and the codebook index is sent back using a limited number of bits.
Symbol-based and block-based linear MMSE receivers are designed for detection.
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Fourthly, the proposed switched interleaving technique is further extended to multiple
antenna multicarrier code-division multiple-access (MC-CDMA) systems. A new hybrid
transmit processing technique based on switched interleaving and chip-wise precoding
is proposed for the downlink case, whereas a preprocessing technique is employed for
the uplink. The simulation results show that the performance of the proposed scheme
outperforms the existing chip-interleaving, conventional linear precoding and adaptive
spreading techniques.

At last, we present a novel multistage receivers based on multiple parallel branches
successive interference cancellation (MB-SIC) for the uplink of multiple-input multiple-
output code-division multiple-access (MIMO-CDMA) systems. The proposed multistage
receivers exploit a conventional ordered SIC for the first stage, followed by a grouping
detection strategy and the novel MB-SIC scheme. Then, according to a selection rule,
namely, the maximum likelihood (ML) or the MMSE, the MB-SIC selects the refined
estimated vector with the best performance for the desired users antenna streams.
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Chapter 1

Introduction

Contents
1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Publication List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.1 Overview

Code division multiple-access (CDMA) implemented with direct-sequence (DS) spread-
spectrum signalling is among the most promising multiplexing technologies for cur-
rent and future telecommunications services such as personal communications, third-
generation cellular telephony, ad-hoc wireless communications, and sensor networks. The
advantages of DS-CDMA include superior operation in multipath environments, flexibil-
ity in the allocation of channels, increased capacity in bursty and fading environments,
and the ability to share bandwidth with narrowband communication systems without de-
terioration of either’s systems performance [1–3].

The performance of CDMA systems is limited by different types of interference,
namely, narrowband interference, intersymbol interference (ISI), multiuser interference
(MUI) and the noise at the receiver. The major source of interference in most CDMA
systems is MUI, which arises due to the fact that users communicate through the same
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CHAPTER 1. INTRODUCTION 2

physical channel with non-orthogonal signals. A fair amount of techniques has been pro-
posed for interference suppression in spread spectrum systems. One of them is multiuser
detection (MUD) which has been proposed as a means to suppress MUI, increasing the
capacity and the performance of CDMA systems [2], [1]. Among the main detectors
are the decorrelating linear detector, the minimum mean squared error (MMSE) linear
detector, the decision feedback (DF) detector and interference cancellation detectors.

The high complexity and the requirement of training sequences of the detectors have
motivated the development of blind adaptive techniques. In [4] the adaptive supervised
stochastic gradient (SG) and recursive least squares (RLS) algorithms are described, and
an adaptive blind receiver has been introduced in [5]. The performance of adaptive SG
receivers is strongly dependent on the choice of the step size. In non-stationary wireless
environments, users frequently enter and exit the system, making it very difficult for the
receiver to compute a pre-determined step size. Another interference mitigation technique
for CDMA is based on transmit processing schemes, such as, chip-interleaving, signature
adaptation, and CDMA precoding algorithms [6–9]. However, some of the preprocessing
techniques need the channel state information (CSI) or other optimized parameter vectors
at the transmitter, thus, limited feedback schemes are employed to meet the requirement of
the transmitter by sending some quantized information from the receiver to the transmitter.

Recently, spread spectrum schemes have been considered in conjunction with multi-
antenna and multicarrier techniques to increase the system capacity and the bit error rate
(BER) performance. In multiple-input multiple-output CDMA (MIMO-CDMA) systems,
vertical BLAST (V-BLAST) or successive interference cancellation (SIC) was proposed
in [10, 11] for a single user MIMO system which can be easily extended to multiuser
systems. Nordio et al. [12] proposed two types of linear MMSE receivers. The work
in [13] proposed different space-time block spread CDMA systems. The signature and
beamformer design problem was investigated in [14]. Multicarrier CDMA (MC-CDMA)
has gained a great deal of attention lately, since it provides low-complexity detectors and
robustness against intersymbol interference (ISI) and fading caused by multipath propaga-
tion [15,16]. There are several variations of MC-CDMA, such as multicarrier DS-CDMA
(MC-DS-CDMA) proposed by Zakharov and Kodanev [17] and multitone CDMA pro-
posed by Vandendorpe [18].

In this thesis, we first investigate blind code-constrained constant modulus (CCM) SG
receivers with variable step-size mechanisms for downlink DS-CDMA systems. We pro-
pose a novel variable step-size algorithm which provides better performance compared
with existing blind schemes in non-stationary scenarios. Then, novel adaptive DF de-
tectors for space-time uplink CDMA systems are proposed, which employ a novel in-
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CHAPTER 1. INTRODUCTION 3

terference cancellation structure, namely, multiple-parallel feedback branches (MPF) in
conjunction with multiple antennas at the receiver. To mitigate the large quantization er-
ror and the significant number of feedback bits in multiuser preprocessing systems with
limited feedback [19], [20], we propose a novel switched interleaving scheme based on
limited feedback for both downlink and uplink in DS-CDMA systems. A codebook of
chip-interleavers is incorporated at the transmitter and receiver. Based on a selection func-
tion the receiver feeds back an index of the optimum interleaver in the codebook to the
transmitter. Simulation results show that a significant gain can be achieved by using a few
number of feedback bits. An extension work of the proposed preprocessing technique
is further developed in multiantenna MC-CDMA systems. In particular, a new hybrid
transmit processing technique based on switched interleaving and chip-wise precoding is
proposed for the downlink transmission. At last, we propose novel multistage receivers
based on multiple parallel branches successive interference cancellation (MB-SIC) for the
uplink of MIMO-CDMA systems.

1.2 Contributions

The contributions of this thesis are summarized as following:

• The performance of blind CCM adaptive receivers for DS-CDMA systems that em-
ploy SG algorithms with variable step-size mechanisms is investigated. We propose
a novel low-complexity variable step-size mechanism for blind CCM CDMA re-
ceivers. Convergence and tracking analyses of the proposed adaptation techniques
are carried out for multipath channels. Finally, numerical experiments are presented
for nonstationary environments, showing that the new mechanism achieves superior
performance to previously reported methods at a reduced complexity.

• We propose a novel space-time MMSE DF detection scheme for DS-CDMA sys-
tems with multiple receive antennas, which employs MPF for interference cancel-
lation. The proposed space-time receiver is then further combined with cascaded
DF stages for mitigating the deleterious effects of error propagation for uncoded
schemes. In order to adjust the parameters of the receiver, we also present modi-
fied adaptive SG and RLS algorithms that automatically switch to the best available
interference cancellation feedback branch and jointly estimate the feedforward and
feedback filters. The performance of the system with beamforming and diversity
configurations is also considered.
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CHAPTER 1. INTRODUCTION 4

• A novel switched-interleaving algorithm based on limited feedback is developed
for both uplink and downlink DS-CDMA systems. The proposed switched chip-
interleaving DS-CDMA scheme requires the cooperation among the transmitter
and the receiver, and a feedback channel sending the index of the interleaver is
used. The transmit chip-interleaver is chosen by the receiver from a codebook of
interleaving matrices known to both the receiver and the transmitter and the code-
book index is sent back using a limited number of bits. In order to design the code-
book, we consider a number of different chip patterns by using random interleavers,
block interleavers and a proposed frequently selected patterns method (FSP). The
best interleaving patterns are chosen by the selection functions of the received sig-
nal to interference plus noise ratio (SINR) for both downlink and uplink systems.
We present symbol-based and block-based linear MMSE receivers for interference
suppression.

• Transmit processing techniques based on switched interleaving and limited feed-
back are investigated for both downlink and uplink MC-CDMA multiple antenna
systems. We propose transceiver structures with switched interleaving, linear pre-
coding and detectors for both uplink and downlink. In the novel schemes, a set
of possible chip-interleavers are constructed and prestored at both the base station
(BS) and mobile stations (MSs). For the downlink, a new hybrid transmit process-
ing technique based on switched interleaving and chip-wise precoding is proposed
to suppress the MUI. The BS and MSs are also equipped with another codebook
of quantized downlink CSI. Each MS quantizes its own downlink CSI and feeds
back the index to the BS by a low-rate feedback channel or link, then the selection
function at the BS determines the optimum interleaver based on all users’ quantized
CSIs to transmit signals. Moreover, a transmit processing technique for the uplink
of multiple antenna MC-CDMA systems requiring very low rate of feedback in-
formation is also proposed. A codebook design method for quantized CSI is also
proposed.

• Novel multistage receivers based on MB-SIC are presented for the uplink of
MIMO-CDMA systems. The proposed multistage receivers exploit a conventional
ordered SIC for the first stage, followed by a grouping detection strategy and the
novel MB-SIC scheme. The grouping detection strategy produces an estimate for
the desired user, which consists of the user’s antenna data streams, by using the de-
tected information supplied from the first stage. The outputs of the second stage are
processed by the proposed schemes using SICs which are equipped with different
cancellation orders, so that the branches produce a group of estimated vectors for
the desired user. Then, according to a selection rule the MB-SIC selects the refined
estimated vector with the best performance for the desired user’s antenna streams.
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Two selection rules are considered, namely, the maximum likelihood (ML) and the
MMSE criteria.

1.3 Thesis Outline

The structure of the thesis is as follows:

• In Chapter 2, a literature review is presented that describes existing multiuser de-
tectors, interference suppression, adaptive blind receivers, preprocessing techniques
and limited feedback techniques for DS-CDMA, MC-CDMA and multiantenna sys-
tems.

• In Chapter 3, the novel low-complexity variable step-size mechanism for blind
CCM CDMA receivers is introduced. Convergence and tracking analyses are car-
ried out, and simulations illustrate the performance of the proposed techniques
against existing algorithms.

• In Chapter 4, we propose novel space-time decision feedback receivers based on the
MPF scheme. Simulation results for an uplink scenario with uncoded systems show
that the proposed space-time MPF-DF detector outperforms in terms of BER exist-
ing schemes, and achieves a substantial capacity increase in terms of the number of
users over the existing schemes.

• In Chapter 5, switched interleaving techniques for interference mitigation in DS-
CDMA systems is described. Simulation results show that our proposed algo-
rithm achieves significantly better performance than the conventional DS-CDMA
(C-CDMA) systems and the existing chip-interleaving, linear precoding and adap-
tive spreading techniques.

• In Chapter 6, we propose transmit processing techniques based on switched inter-
leaving and limited feedback for both downlink and uplink MC-CDMA multiple
antenna systems.

• In Chapter 7, we develop novel multistage receivers based on MB-SIC for the uplink
of MIMO-CDMA systems.

• In Chapter 8, conclusions and a discussion on possibilities for future work are pre-
sented.
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1.4 Notation

In this thesis, we use capital and small bold fonts to denote matrices and vectors, e.g., R
and r, respectively. (.)T and (.)H denote transpose and Hermitian transpose, respectively,
E[.] stands for expected value,<(.) selects the real part, and sgn(.) is the signum function.
The variable i is used as a time index, i.e., R(i) is the matrix R at time instant i, ||.|| and
|.| denote the norm of a vector and a scalar, respectively, and the symbol j is an imaginary
unit j =

√−1. ⊗ denotes the Kronecker product.
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Chapter 2

Literature Review

Contents
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2.4 Preprocessing Techniques for DS-CDMA Systems . . . . . . . . . . 18
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2.6 Limited Feedback Techniques . . . . . . . . . . . . . . . . . . . . . 26

2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.1 Introduction

This chapter presents the background of the techniques used to mitigate interference in
CDMA systems. We first discuss the conventional MUD, and adaptive and blind de-
tection algorithms for DS-CDMA systems. Secondly, we describe the existing transmit
processing techniques including, chip-interleaving algorithms, precoding techniques and
signature optimization schemes. Then, we introduce system models of the conventional
CDMA combined with multicarrier and multiantenna schemes. At last, we mention the
limited feedback techniques, which are employed in different systems.

The rest of this chapter is organized as follows. In Section 2.2, the optimum detector,
the linear MMSE detector, the decision feedback detectors, and the interference cancella-
tion receivers are introduced. Adaptive and blind algorithms are presented in Section 2.3.
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A literature review on transmit preprocessing techniques and CDMA in conjunction with
multicarrier and multiantenna schemes is presented in Sections 2.4 and 2.5, respectively.
Limited feedback techniques are introduced in Section 2.6. Finally, conclusions are given
in Section 2.7.

2.2 Multiuser Detection for DS-CDMA Systems

MUD deals with the demodulation of mutually interfering digital streams of information.
Cellular telephony, satellite communications, multitrack magnetic recording are systems
subject to multi-access interference. MUD exploits the structure of the MUI in order to
increase the efficiency with which channel resources are employed. Multiuser commu-
nication channels have been investigated since 1965. However, it was not until the mid
1980s that MUD started developing as a cohesive body of analytical results taking into
account the specific features of multiuser channels [1, 2].

2.2.1 Direct-Sequence Spread Spectrum

Developed initially for military antijamming communications in the mid-1950s, spread
spectrum (SS) has been found a wide range of applications in commercial wireless sys-
tems [21]. The underlying idea of spread spectrum is to spread a signal over a large fre-
quency band and transmit it with low power per unit bandwidth. Among many possible
ways of spreading the bandwidth, the predominant type is DS spread-spectrum.

DS spread spectrum achieves band spreading by modulating the information symbol
stream with a higher rate chip sequence. Assume that each symbol of duration T is
spread into multiple chips of duration Tc < T . The bandwidth expansion factor N =

T/Tc determines the amount of redundancy injected during modulation. N is often called
the spreading factor or the processing gain. In practice, pseudorandom noise (PN) chip
sequences are often employed to make the spreading signal as random as possible. After
spreading, the chip sequence is usually shaped by a chip pulse shaping filter, p(t), to
limit the bandwidth of the output. Mathematically, the spread spectrum modulated BPSK
baseband signal of the k-th user can be expressed as:

xk(t) =
∞∑

i=−∞
bk(i)s

(i)
k (t− iT ) (2.1)
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where

s
(i)
k (t) =

N∑
n=1

c
(i)
k (n)p(t− nTc + Tc) (2.2)

is the spreading waveform or signature waveform for the i-th symbol, where the binary
code is {c(i)

k (n) ∈ [−1, 1]}.

At the receiver side, a conventional single-user matched filter captures the desired
signal from the one-dimensional subspace defined by the spreading waveform s

(i)
k (t) and

only those responses to the interference that lie in the direction of the signal. Here it
should be mentioned that this thesis only considered synchronous CDMA models for both
uplink and downlink. Assuming that the delay spread is not very large, a synchronous
model captures well the features of an asynchronous model [2]. When the code period is
the same as the symbol duration, the spreading waveform becomes ”periodic”, that is, the
spreading waveform remains the same from symbol to symbol, in this case, the spreading
waveform is called short code, namely, s

(i)
k (t) = sk(t). CDMA with short codes has been

adapted for the third-generation high-performance personal communication services [3].
The spreading waveforms called long spreading codes are ”aperiodic”, that is, they vary
from symbol to symbol.

2.2.2 Optimum Multiuser Detection

The optimum MUD was invented based on the principles of detection theory [22], and
performs ML detection. The optimum receiver must know, in addition to the user signa-
ture waveforms, the received amplitudes of all users and the noise level. If the transmitted
data are equiprobable and independent, in the AWGN channel the jointly optimum deci-
sions are the ML decision [1]:

(b̂1(i), b̂2(i), . . . , b̂K(i)) = min
b1(i),...,bK(i)∈{−1,+1}

{
∫ Ts

0

[r(t)−
K∑

k=1

Akbk(i)sk(t)]
2dt}, (2.3)

where r(t) is the received signal, Ak is the amplitude of the k-th user. In two-user sce-
nario, K = 2, the optimum decisions are:

(b̂1(i), b̂2(i)) = min
b1(i),b2(i)∈{−1,+1}

{
∫ Ts

0

[r(t)− A1b1(i)s1(t)− A2b2(i)s2(t)]
2dt}. (2.4)

In two-user scenario we need to consider four combinations of the transmitted data:

(b̂1(i), b̂2(i)) = {(+1, +1); (+1,−1); (−1, +1); (−1,−1)}, (2.5)
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then to calculate the integral four times (once for each combination) and take the mini-
mum. We can rewrite (2.4) as

(b̂1(i), b̂2(i)) = max
b1(i),b2(i)∈{−1,+1}

{y1A1b1(i) + y2A2b2(i)− b1(i)b2(i)A1A2ρ}

= max
b1(i),b2(i)∈{−1,+1}

{b1(i)z1 + b2(i)z2 − b1(i)b2(i)zp},
(2.6)

where y1 =
∫ Ts

0
r(t)s1(t)dt, y2 =

∫ Ts

0
r(t)s2(t)dt, ρ =

∫ Ts

0
s1(t)s2(t)dt, z1 = y1A1,

z2 = y2A2, and zp = ρA1A2. Thus, for K = 2, we obtain a simpler receiver, yet
optimal [1].

However, for arbitrary K we have to analyse 2K combinations. For example, if K =

30 we have 230 ≈ 1000, 000, 000 combinations. This is too complicated for real-time
implementation. And the optimum detector requires the knowledge of timing, amplitude
and signature sequences. The large gaps in performance and complexity between the
conventional single-user matched filter and the optimum multiuser detector encouraged
the search for other multiuser detectors that exhibit good performance and complexity
tradeoffs.

2.2.3 MMSE Linear Receiver

Linear multiuser detectors can be implemented in a decentralized fashion where only the
user or users of interest need to be demodulated [1]. When the received amplitudes are
completely unknown the decorrelating detector is a sensible choice. A common approach
in estimation theory is the problem of estimating a random variable W on the basis of
observations Z. This corresponds to choosing the function Ŵ (Z) that minimizes the
mean-square error (MSE):

E[|W − Ŵ (Z)|2]. (2.7)

We can turn the problem of linear multiuser detection into a problem of linear estimation,
by requiring that the MSE between the i-th symbol of the k-th user bk(i) and the output of
the k-th linear transformation vH

k (i)r(i) be minimized, where r(i) =
∑K

j=1 Ajbj(i)sj +

n(i) denotes the N×1 received vector after sampling, sj and n(i) are the N×1 signature
and noise vectors, respectively, the MMSE linear detector for the k-th user chooses the
waveform vH

k (i) of duration T that achieves

min
vk

E[|Akbk(i)− vH
k (i)r(i)|2] (2.8)

where

E[|Akbk(i)− vH
k (i)r(i)|2] = E[(Akbk(i)− vH

k (i)r(i))(Akbk(i)− vH
k (i)r(i))∗], (2.9)
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and

E[(Akbk − vH
k r)(Akbk − vH

k r)∗] =A2
k − AkE[Akbkr

H ]vk − Akv
H
k E[rAkb

∗
k] + vH

k Rvk

= A2
k − A2

ks
H
k vk − A2

kv
H
k sk + vH

k Rvk,

(2.10)

where, the index i is removed for simplicity, and R is the correlation matrix of the received
data. R =

∑K
j=1 A2

jsjs
H
j + σ2I, where I denotes an identity matrix. We take the gradient

of the last expression with respect of v∗k, and we have the result

Rvk − A2
ksk, (2.11)

setting it to zero, we have that the MMSE receiver for user k is given by

vk = R−1A2
ksk

= (
K∑

j=1

A2
j

A2
k

sjs
H
j +

σ2

A2
k

I)−1sk.
(2.12)

The MMSE receiver also can be designed by using adaptive algorithms such as SG and
RLS algorithms [1, 4, 5].

2.2.4 Decision Feedback Receivers

A number of works in MUD have proposed nonlinear receivers that use decisions on the
bits of interfering users in the demodulation of the bit of interest. Some of those solutions
use final decisions, while other proposed solutions employ tentative decisions used only
internally by the demodulator. The successive and parallel interference cancellers are very
popular approaches [1, 23].

Let us describe the design of general decision feedback receivers. As depicted
in Fig 2.1, the input to the hard decision device corresponding to the i-th symbol is
z(i) = WH(i)r(i) − FH(i)b̂(i), where the input z(i) = [z1(i) . . . zK(i)]T , W(i) =

[w1(i) . . .wK(i)] is the N ×K feedforward matrix, b̂(i) = [b̂1(i) . . . b̂K(i)]T is the K×1

vector of estimated symbols, which are fedback through the K × K feedback matrix
F(i) = [f1(i) . . . fK(i)]. Specifically, the DF receiver design is equivalent to determining
for user k a feedforward filter wk(i) with N elements and a feedback one fk(i) with K

elements that provide an estimate of the desired symbol:

zk(i) = wH
k (i)r(i)− fH

k (i)b̂(i), k = 1, 2, . . . , K (2.13)

where b̂(i) = sgn(<(WHrH(i)) is the vector with initial decisions provided by the linear
detector, wk and fk are optimized by the MMSE criterion. The final detected symbol is:

b̂f
k(i) = sgn(<(zk(i))) = sgn(<(wH

k (i)r(i)− fH
k (i)b̂(i))). (2.14)
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Re(.)
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Figure 2.1: General DF receiver structure

2.2.5 Interference Cancellation Receivers

Here we consider that the estimates of interfering users’ signals are the intermediate de-
cisions for the receivers. We have two common used decision feedback receivers. The
first one is named SIC [1]. Let us consider a two-user scenario, where the output of the
matched filters are:

z1(i) = A1b1(i) + ρA2b2(i) + n1,

z2(i) = A2b2(i) + ρA1b1(i) + n2.
(2.15)

The detected symbol for user k is

b̂k(i) = sgn(zk(i)). (2.16)

If user 1 is much stronger than user 2, the MUI term present in the signal of user 2 is very
large. The SIC decision is made for the stronger user 1:

b̂1(i) = sgn(z1(i)). (2.17)

Then, we subtract the estimate of the MUI imposed by the first user from the signal of the
second user:

b̂2(i) = sgn(z2(i)− ρA1b̂1(i)). (2.18)

All MUI can be subtracted from user 2’s signal provided that the initial data estimate of
user 1 is correct. Hence, MUI is reduced. For the general case with K users, we should
arrange the received signals and then detect them in order from the strongest one to the
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weakest one to alleviate the error propagation. The k
′-th detected signal is

b̂k
′ (i) = sgn(zk

′ (i)−
k
′−1∑

j=1

Ajρjk
′ b̂j(i)), (2.19)

where ρjk
′ = sH

j sk
′ . Another one is parallel interference cancellation (PIC) [1]. It has the

similar structure but simultaneously subtracts off all of the users’ signals from all of the
others. This works better than the successive canceller when all of the users are received
with equal strength for example under power control [1]. However, in the case of unequal
power strength, SIC can be better than PIC in terms of the achievable BER performance.

b̂k(i) = sgn(zk(i)−
∑

j 6=k

Akρjkb̂j(i)) (2.20)

Here, we treated feedforward and feedback receivers as matched filters, we also have
other choices like decorrelating receivers or MMSE receivers and so on.

2.3 Adaptive Receivers and Blind Linear Receivers

Filtering is a signal processing operation whose objective is to process a signal in order
to manipulate or extract the information contained in the signal [4]. For time-invariant
filters the internal parameters and the structure of the filter are fixed. An adaptive filter
is required when either the fixed specifications are unknown or the specifications can-
not be satisfied by time-invariant filters. The adaptive filters are time-varying since their
parameters are continually changing in order to meet a performance requirement. The
adaptive algorithm is the procedure used to adjust the adaptive filter coefficients in order
to minimize a prescribed criterion. We define the error signal as the difference between
the output of an adaptive filter namely, recovered signal and the desired signal. The error
signal is then used to form performance (or objective) function that is required by the
adaptation algorithm in order to determine the appropriate updating of the filter coeffi-
cients. The minimization of the objective function implies that the adaptive filter output
signal is matching the desired signal in some sense. Two common adaptive algorithms
are introduced in the following sections.

In the multiuser detection literature, adaptive algorithms that operate without knowl-
edge of the channel input are called blind. In this section, we show an adaptive linear
detector that converges to the MMSE detector without requiring training sequences. The
knowledge required by the detector is only the timing and the spreading code of the de-
sired user.
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2.3.1 Stochastic Gradient Algorithm (SG)

Assume that we have an error signal e(i) = b(i) − wH(i)u(i), where b(i) is the desired
signal, w(i) is the adaptive filter weight vector, and u(i) is the received data. The cost
function J(i) is the mean square error J(i) = E[|e(i)|2]. In the steepest descent algorithm
[4], we have the update equation

w(i + 1) = w(i)− µ∇J(i) (2.21)

In the SG algorithm, we develop an estimate of the gradient vector ∇J(i), the most ob-
vious strategy is to use instantaneous estimates that are based on sample values of the
tap-input vector and the desired response. This is known as the least mean squares (LMS)
algorithm [4], and at last we have the instantaneous estimate of the gradient vector given
by

∇̂J(i) = −u(i)b∗(i) + u(i)uH(i)ŵ(i) (2.22)

By substituting into the equation of (2.21) we have the update equation of the SG algo-
rithm.

w(i + 1) = w(i) + µu(i)e∗(i) (2.23)

where e(i) is the error signal. To ensure the convergence of the SG algorithm, the step
size µ should be chosen in the range [4]:

0 < µ <
2

λmax

(2.24)

2.3.2 Recursive Least Squares Algorithm (RLS)

The RLS is an algorithm that exploits a recursive approach for implementing the method
of least squares for the design of adaptive filters. By exploiting a relation in matrix algebra
known as the matrix inversion lemma [4], we describe the RLS algorithm as:

Initialize the algorithm by setting P(0) = δ−1I, δ =small positive constant, ŵ(0) = 0

For each instant of time, i = 1, 2, . . . , compute

k(i) =
λ−1P(i− 1)u(i)

1 + λ−1uH(i)P(i− 1)u(i)
(2.25)

ξ(i) = b(i)− ŵH(i− 1)u(i) (2.26)

ŵ(i) = ŵ(i− 1) + k(i)ξ∗(i) (2.27)
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P(i) = λ−1P(i− 1)− λ−1k(i)uH(i)P(i− 1), (2.28)

where λ is exponential weighting factor or forgetting factor, it is a positive constant close
to, but less than 1. The resulting rate of convergence is therefore typically an order of
magnitude faster than the simple LMS algorithm [4]. This improvement in performance,
however, is achieved at the expense of a large increase in computational complexity.

2.3.3 Constrained Minimum Variance Algorithm

The blind algorithm which is introduced here is named constrained minimum variance
(CMV) algorithm. Consider the cost function J = E[|wH

k (i)r(i)|2], where wk(i) is the
filter weight vector, r(i) is the received data, subject to the constraint given by wH

k (i)sk =

1. Thus, we derive an adaptive expression for the CMV linear receiver by solving an
unconstrained optimization problem given in the form of a Lagrangian cost function [24,
25]:

J = wH
k (i)r(i)rH(i)wk(i) + Re[λ(wH

k (i)sk − 1)], (2.29)

where λ is a Lagrange multiplier, by taking the gradient with respect to w∗
k. We obtain

the expression for the CMV-SG algorithm

wk(i + 1) = wk(i)− µz∗(i)(r(i)− zMF (i)sk) (2.30)

where z(i) = wH
k (i)r(i), zMF (i) = sH

k r(i).

2.3.4 Constrained Constant Modulus Algorithm

Let us consider another cost function J = E[e2(i)], where e(i) = |wH
k (i)r(i)|2−1 subject

to the constraint given by wH
k (i)sk = 1. We still can follow the same approach to get the

update equation called CCM SG.

wk(i + 1) = wk(i)− µe(i)z∗(i)(r(i)− zMF (i)sk) (2.31)

In a number of papers, the CCM was found to outperform the CMV ap-
proach [26], [27]. In the following chapters, a low-complexity variable step-size mecha-
nism for CCM SG algorithms is proposed. Here, the blind algorithms are introduced and
considered in an AWGN channel. We will extend them to multipath fading channels later.
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2.4 Preprocessing Techniques for DS-CDMA Systems

There has been increasing interest in preprocessing techniques for DS-CDMA systems,
partly motivated by the possibility of shifting the bulk of processing from the mobile
station to the base station on the downlink. In this section, we discuss some preprocessing
techniques, including the chip-interleaving algorithms, CDMA precoding techniques and
signature optimization techniques.

2.4.1 Chip-Interleaving Algorithms

Temporal variations in multipath fading channels restrict the performance of DS-CDMA
systems. A typical fade in a wireless channel lasts over several bits duration and causes
many burst errors. This is typically mitigated by bit interleaving [28]. Recently, a number
of works have considered to employ chip-interleaving for CDMA systems.
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Figure 2.2: Pilot-aided chip-interleaving scheme

The work in [29] demonstrates that chip-interleaving overperforms bit-interleaving.
This result is based on the assumption that the receiver has perfect channel state informa-
tion. In [6] the authors proposed a pilot-aided chip-interleaving algorithm for the uplink of
a CDMA system, and the proposed system is capable of outperforming the conventional
CDMA (C-CDMA) one by using the estimated channel state information. Transmission
of a pilot symbol along with the information symbol is a common practice for estimat-
ing fading-channel parameters. In the work of pilot-aided chip-interleaving algorithm,
a continuous pilot signal is transmitted without chip-interleaving, and a simple matched
filter receiver is employed to estimate time-varying multipath channel coefficients. Af-
ter estimating the channel coefficients, the contribution of the pilot signals is subtracted
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from the received signal prior to detection of the information symbols, and the Rake re-
ceiver is used to do the symbol recovery. Fig. 2.2 depicts the transmitter of user k in the
chip-interleaving algorithm, where c

(1,β)
k . . . c

(N,β)
k denotes the chip sequence of the β-th

symbol, β = 1 . . .M , and M is the block length.
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Figure 2.3: MUI-free transceiver for a single user.

The relevant work in [30] compared and analyzed two fade-resistant transmission sys-
tems, which are chip-interleaving and parallel transmission systems. It shows that the
fade-resistant transmission CDMA systems exhibit identical performance when the sys-
tem load is high. However, when the system load is light, the chip-interleaving system
outperforms the system that transmits information symbols simultaneously due to higher
self-interference in the latter. A CDMA system with partitioned chip-interleaving al-
gorithm has been proposed by Schlegel in [31], where the signature sequences are par-
titioned into sections, which are interleaved before transmission, and processed at the
receiver. Zhou et al. [7] proposed a MUI free transceiver for the frequency-selective
multipath channels, which can be viewed as a block-spreading algorithm. Due to chip-
interleaving and zero padding at the transmitter, mutual orthogonality between different
users’ codes is preserved even after multipath propagation, which enables deterministic
multiuser separation through low-complexity matched filtering without loss of maximum
likelihood optimality. Consequently, multiuser detection is successfully converted to a set
of equivalent single-user equalization problem. The transceiver structure is shown in Fig.
2.3.
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2.4.2 CDMA Precoding Techniques

Current MUD receivers offer attractive compromise between performance and complex-
ity, but this has placed an ever increasing computational and cost burden on detectors,
demodulators, decoders, etc. Nevertheless, the goal of maintaining low cost and com-
plexity, especially at the mobile units, is as important as ever. As a result, research work
has been recently introduced on new schemes that move toward that goal. In particular, a
novel signal processing technique that has attracted a lot of attention in the last few years
is transmitter-based multiuser interference mitigation at the base station. This is inspired
by dirty-paper coding [32].

The critical assumption is that the base station has access to the CSI of all active mo-
bile units. This is feasible if the CSI is obtained from receivers via feedback or can be
estimated at the transmitter when a time-division duplex (TDD) mode is employed. An-
other important requirement is that the multipath channel is sufficiently slow, so that the
length of the precoding block can be adjusted to match the channel dynamics. The prac-
tical applications of transmitter precoding can be found in wireless local loops, wireless
LANs and indoor communications in general.

The simplest way to use this CSI at the transmitter in spread-spectrum modulation
is to employ a pre-Rake [33]. In this technique, the channel matched filtering usually
performed by a Rake receiver is transferred to the base station transmitter, such that just
a simple one-finger receiver can be used at the mobile terminal. Even though the pre-
Rake may increase the downlink capacity [34] under certain conditions, the signals from
different users are precoded individually with this method and no attempt is made to
combat the MUI.

When the signal is jointly optimized based on the knowledge of the data bits, spreading
sequences and CSI of every user, MUI can be nevertheless reduced or even eliminated.
This kind of transmitter precoding was originally proposed for additive white Gaussian
noise (AWGN) channels in [8], [35] and independently for flat fading channels in [36].
The work in [35] proposed more complete treatments of transmitter precoding in both
flat fading and multipath fading channels. Specifically, an optimum (in the MMSE sense)
precoding transformation by means of unconstrained and constrained optimization is de-
rived. In the former case, to maintain the transmit power the same as in the case without
precoding, the powers of all signals are scaled by the factor corresponding to the power
increase due to precoding. By means of precoding, the multiuser detection problem is
reduced to decoupled single user detection problems.
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Joint transmitter and receiver optimization in synchronous multiuser systems is pro-
posed in [37]. In this work, joint optimization is represented by a linear transformation of
the transmitted signals at the transmitter and a linear transformation of received signals
at each receiving site that minimize the effect of MUI and multipath interference. The
MMSE between the true bit value and its estimate at the output of the receiver is taken
as the cost function. Another work in [38] proposed a nonlinear transmitter precoding
scheme, where for each symbol period, an energy-constrained nonlinear transformation
is applied at the transmitter output to minimize the MSE at the receiver, subject to a con-
straint on the peak transmitted energy. The proposed algorithm can be implemented with
existing optimization techniques that solve the quadratic trust-region problem.

2.4.3 Signature Optimization Techniques

The use of short or repeat signature sequences in a DS-CDMA system enables the use of
adaptive techniques for suppression of MUI [2]. In addition, short codes also enable the
possibility of selecting a user signature sequence to avoid interference [37, 39–41]. Here,
we describe the signature optimization techniques for uplink CDMA. In general, adap-
tation of a user signature sequence serves two purposes: pre-equalization of the channel
and interference avoidance. Joint optimization of a user signature sequence with a linear
adaptive receiver was presented in [9]. No multipath is assumed in that work, so that the
transmitter signature sequence is matched to the receiver filter. It is shown that continuous
adaptation achieves single-user performance for the loads considered. Selection of an en-
semble of signature sequences that minimize total interference power with matched filter
receivers is considered in [39] and [40]. The design of signature waveforms to optimize
bandwidth efficiency is studied in [42].

A user-by-user optimization algorithm without multipath, based on individual updates,
has been presented and analyzed in [43] where it is referred to as interference avoidance.
In [44], a modified version of interference avoidance is presented which is guaranteed
to converge to a solution which minimizes the sum MSE. In the presence of multipath,
the work in [45] presented a ”reduced-rank” transmitter adaptation scheme, in which each
signature sequence is constrained to lie in a lower dimensional subspace, spanned by some
orthogonal basis. The weights for the basis are then selected to optimize the performance
criterion, namely output SINR. Fig. 2.4 shows a block diagram of a single user communi-
cations system with joint signature-receiver adaptation, where the dimension of each basis
vector is N × 1, the N ×D basis matrix consists of the D basis vectors, the reduced-rank
vector contains D amplitudes, which is alternatively updated at the receiver, the N × 1

spreading code is equal to the basis matrix multiplied by the reduced-rank vector.
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Figure 2.4: Discrete-time baseband model for joint signature-receiver adaptation

Different orthogonal bases are assigned to different users. The work distinguishes be-
tween individual and collective adaptation. Individual adaptation refers to the scenario
in which each user adapts to optimize its own performance without regard to the perfor-
mance of other users in the system. This is motivated by a peer-peer network where a
receiver may not have access to parameters for other users. Collective adaptation refers to
the scenario in which each user adapts to optimize an overall system objective function.
This is more appropriate for the uplink of a cellular system.

2.5 Spread Spectrum with Multicarrier and Multi-
antenna Techniques

Recently, code division and Orthogonal Frequency Division Multiplexing (OFDM) based
multiple access schemes have drawn a lot of attention in the field of wireless personal and
multimedia communications [46]. It is mainly because of the need to transmit high data
rate in a mobile environment which makes a highly hostile radio channel [15]. A com-
bination of CDMA and multiple antennas techniques has also been investigated, which
further improved the system performance and capacity [13, 14, 47]. In this part, we re-
view two types of multicarrier spread spectrum schemes and some extension works of
CDMA interference suppression techniques in multiantenna systems.
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2.5.1 Spread Spectrum with Multicarrier Schemes and Transceiver
Structure

MC-CDMA and MC-DS-CDMA schemes are proposed by N. Yee et al. [48] and V.
DaSilva et al. [17], respectively. These signals can be easily transmitted and received
using the Fast Fourier Transform (FFT) device without increasing the transmitter and
receiver complexities [15]. The MC-CDMA technique spreads the original data stream
using a given spreading code, and then modulates a different subcarrier with each chip,
in a sense, the spreading operation in the frequency domain [15, 48], and the MC-DS-
CDMA technique spreads the serial-to-parallel (S/P) converted data streams using a given
spreading code, and then modulates a different subcarrier with each data stream, where
the spreading operation is in the time domain [15, 17].
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Figure 2.5: MC-CDMA scheme: transmitter and receiver

Fig. 2.5 shows the MC-CDMA transmitter and receiver for BPSK scheme, where the
number of subcarriers Nc = 4 and the processing gain N = 4. The transmitted signal of
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the k-th user at the i symbol time is written as

xk
v =

Nc−1∑
m=0

bk(i)c
k
mej2πmv∆f , v = 0 . . . Nc − 1, (2.32)

where bk(i) is the i-th symbol of the k-th user, ∆f denotes the subcarrier separation, ck
m

is the m-th chip of the spreading code, k = 1 . . . K. At the receiver, after the serial-to-
parallel conversion and FFT, the m-th subcarrier is multiplied by the gain qk

m to combine
the received signal in the frequency domain. The decision variable is given by

dk =
Nc−1∑
m=0

qk
mym, (2.33)

ym =
K∑

k=1

zk
mbk(i)c

k
m + nm, (2.34)

where ym and nm are the complex baseband component of the received signal after down-
conversion with subcarrier frequency synchronization and the complex additive Gaussian
noise at the m-th subcarrier, respectively, zk

m is the channel realization of the m-th sub-
carrier regarding user k. We choose the gain qk

m as qk
m = zk∗

m ck
m/|zk

m|2.
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Fig. 2.6 shows the MC-DS-CDMA transmitter and receiver with the number of sub-
carriers N

′
c = 4, block length M = N

′
c = 4 symbols, and the processing gain N = 4. The

transmitted signal of the k-th user regarding one block is given as

x
′
v,n =

N
′
c−1∑

m=0

bm
k (i)ck

ne
j2πmv∆f

′
, v = 0 . . . N

′
c − 1, n = 0 . . . N − 1, (2.35)

where bm
k (i) is the m-th symbol of this block regarding user k, ck

n denotes the n-th chip
of the k-th user’s spreading code, ∆f

′ is the subcarrier separation, and the N
′
c outputs

x
′
0,n, . . . , x

′
N ′

c−1,n
correspond to the n-th chip. The MC-DS-CDMA receiver is composed

of N
′
c normal coherent receivers in this example. Moreover, the receiver design for MC-

DS-CDMA systems is discussed in [49], and the work in [50] investigated transmitter and
receiver optimization in MC-CDMA systems.

2.5.2 Multiantenna CDMA Techniques

Considering the rapidly increasing demand for high data rate and reliable wireless com-
munications, high-capacity multiuser transmission schemes are of great importance for
next generation wireless systems. Recent studies indicate that using multiple antennas at
the transmitter and receiver can dramatically increase the performance of wireless com-
munication systems [51–53].

More recently, the use of multiple antennas for CDMA systems provides additional in-
terference suppression capability by exploiting the spatial structure of the system [54,55].
Nordio et al. [12], proposed two types of linear MMSE receivers for MIMO-CDMA
systems, which are the separate and joint receivers. V-BLAST or SIC was proposed
in [10], [11] for a single user MIMO system, and can be easily extended to MIMO-
CDMA systems. Due to the higher number of users and streams, interference cancella-
tion in future MIMO-CDMA systems is more challenging and calls for novel methods
with attractive performance and complexity trade-offs. In Chapter 7, we propose a novel
interference cancellation algorithm for uplink MIMO-CDMA systems with spatial multi-
plexing techniques.

In addition, the chip-interleaving and other preprocessing algorithms can also be ex-
tended to the system with multiple antennas. The recent work in [13] studied two MIMO
architectures for single-carrier CDMA system employing block spreading, namely lay-
ered space-time block spread CDMA and space-time coded block spread CDMA. In this
work, the practical challenges facing MIMO block spread CDMA schemes were high-
lighted and discussed in detail and extensive simulation study was conducted to investi-
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gate the performance of MIMO block spread CDMA under various mobile environments.
The work in [56] dealt with the uplink of a wireless MIMO communication system based
on MC-CDMA, and developed a novel low-complexity receiver that exploits the multiple
antenna structure of the system and performs joint iterative multiuser detection and chan-
nel estimation. The receiver algorithms are based on the Krylov subspace method, which
solves a linear system with low complexity, trading accuracy for efficiency.

According to the high system complexity of MIMO-CDMA systems, Serbetli and
Yener investigated the signature and beamformer design problem in [14]. The work de-
signed the appropriate transmit beamformers and signatures considering the sum capac-
ity, and the system-wide MSE as the performance metric. The authors first investigate the
unlimited reliable feedback case and construct iterative algorithms to find the optimum
transmit beamformer and signature set. Next, motivated by the need to reduce the amount
of feedback, a low-complexity sequential orthogonal temporal signature assignment algo-
rithm is presented for given transmit beamformers. The approach is based on minimizing
the difference between the performance of the MIMO-CDMA system and the described
upper bounds at each signature assignment step. At last, they investigate the cases of var-
ious levels of available feedback resulting in different beamformer structures and present
a joint orthogonal temporal signature assignment and beamforming algorithm. More de-
scription about the limited feedback techniques will be introduced in the following part.

2.6 Limited Feedback Techniques

Employing channel adaptive signaling in wireless communication systems can enable the
transmitter to avoid interference and yield large improvements [19, 57]. Unfortunately,
many kinds of channel adaptive techniques have been deemed impractical in the past
because of the problem of obtaining CSI at the transmitter. Over the last few years,
research has shown that allowing the receiver to send a small number of information bits
about the channel conditions to the transmitter can allow near optimal channel adaptation
[57–59]. The practical systems are referred to as limited or finite-rate feedback systems.
In this section, we briefly review the work in single user and multiuser systems.
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2.6.1 Feedback in Single-user Systems

The design of single-user wireless systems with limited feedback has a long history. In
the case of narrowband single antenna systems, the capacity achieving power allocation
frameworks [60] allows the receiver to utilize the reverse link as a feedback channel, send
some channel information on this channel, and give the transmitter some kind of side
information about the current channel realization. The work was later extended to the
fast-fading case in [61] by adding the additional requirement of a cardinality constraint
on the side information. The problem of properly designing the side information is shown
to be one of scalar quantization that can be solved using the Lloyd algorithm. Extensive
analysis of the narrowband single antenna system has been conducted in [62] when the
transmitter is provided with a quantized version of the magnitude of the current channel.
This quantized approach is taken by dividing up the non-negative part of the real line into
quantization regions.

The application of limited feedback to multiple antennas wireless systems has received
much attention in the recent years. The spatial degree-of-freedom and the potentially siz-
able benefits available by adapting over it make limited feedback a very attractive option.
When the transmitter and receiver both perfectly know the channel, the ergodic capacity
expression is shown in [63]. The covariance of the transmitted signal could incorporate
both the spatial power allocation as well as unitary precoding. The spatial power allo-
cation is important especially for cases when the number of transmit antennas is greater
than the number of receive antennas. Employing a codebook of possible covariance ma-
trices that is known to both the transmitter and receiver, the receiver can determine a rate
maximizing covariance and feed this index back to the transmitter. Designing a fixed co-
variance codebook to maximize the average rate is a challenging problem that depends on
the stationary distribution of the channel [64], vector quantization approaches using the
Lloyd algorithm have been shown to efficiently generate codebooks that achieve a large
rate [64].

Much of the early limited feedback beamforming work focused on the multiple-input
single-out (MISO) case when there is only a single receive antenna. In this case, the
received signal can be formulated as

y(i) =
√

ρhT (i)f(i)b(i) + n(i), (2.36)

where ρ denotes the transmitter power constraint, h(i) and n(i) are the channel and noise
vectors, f(i) is a channel dependent vector referred to as a beamforming vector and b(i) is
a single-dimensional complex symbol chosen independently of the instantaneous channel
conditions. For MIMO beamforming and combining, a receive-side combining vector
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z(i) is used so that after processing

y(i) =
√

ρz∗(i)H(i)f(i)b(i) + z∗n(i), (2.37)

where H(i) denotes the MIMO channel matrix. The simplest form of this feedback is
transmit antenna selection [65, 66]. In this scenario, the transmit beamforming vector is
restricted such that only one entry is non-zero. With this kind of set-up in a MISO system,
the optimal solution is to send data on the antenna that maximizes the receiver signal to
noise ratio (SNR) meaning all data is sent on antenna mopt(i) where

mopt(i) = arg max
1≤m≤Mt

|hm(i)|2 (2.38)

where |hm(i)|2 denotes the m-th antenna entry of the channel vector h(i). Clearly, an-
tenna selection is limited in terms of its benefits to the overall capacity as it does not allow
for the full beamforming gain. The new approaches allow the receiver to directly design
the beamforming vector and send this designed vector information back to the transmit-
ter. The main idea is to restrict f(i) to lie in a codebook F = {f1, . . . , f2B}, where B

is the number of feedback bits. The receiver can use its channel knowledge to pick the
optimal vector from this codebook. This kind of approach is demonstrated in Fig. 2.7.
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Figure 2.7: A block diagram of a limited feedback linear beamforming MIMO system

The problem of designing the codebook F is well known in applied mathematics as the
Grassmannian line packing problem. Mathematically, this means that the set F is chosen
to maximize its minimum distance defined as

d(F ) =
√

(1− max
1≤i≤j≤2B

|f∗i fj|2) = min
1≤i≤j≤2B

sin(θi,j) (2.39)

where θi,j is the angle between the lines generated by the column spaces of fi and fj .
Another work is linear precoding based on limited feedback, which extends beamforming
ideas to sending multiple data streams spatially [59, 67].
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In the case of wideband single-user MIMO systems with limited feedback, the OFDM
technology is employed. The systems often send feedback only for pilot subcarriers. One
technique is based on interpolation, the idea of [68] was to weight and sum together the
fed back beamforming vectors from the two nearest pilots to recreate all beamforming
vectors based on the information and the channel correlation in the frequency domain.
In [69], the precoder interpolation problem was formulated as a weighted least squares
problem. The weights correspond to the distance from the different pilot precoders. More
works on interpolation are available in [70, 71]. Instead of trying to interpolate a much
simpler approach is clustering [72, 73], where a common precoder is chosen for several
contiguous subcarriers.

2.6.2 Feedback in Multiuser Systems

Adapting the transmitter signal across multiple users is an additional degree-of-freedom
that can be leveraged in most communication systems. In broadband systems with mul-
tiple access in frequency, users can be scheduled in various subchannels. Feedback and
subcarrier allocation in orthogonal frequency division multiple access can be done us-
ing limited feedback [74]. When multiple access is done in the time domain, limited
feedback can allow the system to map users to time slots and adapt coding and modula-
tion [75]. Another interesting area is the signature optimization using limited feedback for
CDMA systems. In fact, spreading code design using randomly generated codes formed
the basis behind the development of random vector quantization (RVQ) ideas [76]. The
performance of an RVQ signature codebook is analyzed in [77]. Reduced-rank signature
optimization leads to further designs using subspace concepts [78]. Performance analysis
of signature optimization with CDMA can be found in [79]. Limited feedback has also
been applied to peer-to-peer MC-CDMA [80]. Other work on interference avoidance with
limited feedback is available in [81]. In CDMA systems, power control is also critical.
Feedback approaches to CDMA power control have been widely studied.

While single-user multiple antenna systems provide many benefits, multiuser multiple
antennas systems can provide even larger total system rates when the spatial resources
are spread among multiple users [57]. A downlink multiuser MIMO system with each
user possessing a single receive antenna and normalized noise will give the k-th user an
input-output relation

yk(i) = hT
k (i)x(i) + nk(i) (2.40)

where the transmitted signal is restricted such that E[||x(i)||2] ≤ ρ. Various signaling
approaches can be employed to divide the spatial resources. Most relate to using the form
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of precoding [57]. In this case, x(i) = F(i)b(i). Here F(i) is the linear precoding ma-
trix. The signal b(i) is an independently generated vector of symbols that correspond to
different users. Most limited feedback multiuser MIMO schemes let users quantize some
function of hk(i) and send this channel information to the base station. The problem is
that the purpose of F(i) is to orthogonalize the various user signals. When the channel
is quantized, the user signals can not be perfectly orthogonalized due to inherent quanti-
zation error [20]. This leads to a sum rate ceiling as the SNR increases. Improving this
sum rate ceiling is a difficult problem. When the number of users increases, scheduling
users with channels that satisfy near orthogonality conditions provides many improve-
ments [82, 83].

When users have multiple receive antennas, performance of multiuser MIMO systems
can be improved by leveraging the added degrees-of-freedom at the receiver [57]. With
enough receive antennas even simple per antenna scheduling without precoding can pro-
vide good performance [84]. It was shown in [85] that combining the signals received at
the multiple receive antennas provides substantial sum rate benefit because the negative
effect of channel quantization error is reduced. Block diagonalized multiuser transmis-
sion with limited feedback is discussed in [86], which takes into account that each receive
antenna should not be treated as a separate user when the antennas are co-located. Lim-
ited feedback can also be employed with regularized block diagonalization [87]. A vector
quantization framework combined with improved scheduling is discussed in [62].

2.7 Conclusions

In this chapter we presented reviews on the existing interference suppression techniques
for CDMA systems. Firstly, we introduced the conventional multiuser detection tech-
niques including the linear and nonlinear detectors and the adaptive and blind algorithms.
The following chapter describes the existing CDMA transmit processing techniques,
namely, chip-interleaving, precoding, and signature optimization algorithms. Then, we
reviewed some variation of the conventional CDMA, which are MC-CDMA, MC-DS-
CDMA, and multiantenna CDMA systems. At last, the limited feedback techniques for
single-user and multiuser systems are introduced. In the following chapters, we will con-
centrate on the proposed interference suppression techniques.
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Low-Complexity Blind Adaptive
Interference Suppression
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3.1 Introduction

The constant modulus algorithm (CMA) is based on a criterion that penalizes devia-
tions of the modulus of the received signal away from a fixed value determined by the
source alphabet [88], the original work on the CMA has been done independently by
Godard [89] and by Treichler and Agee [90]. The code-constrained constant modulus
(CCM) algorithm is based on the CM criterion and is forced to satisfy one or a set of
linear constraints. Then, this approach has been considered for detection in flat fading
channels [24], [25] and multipath environment [91], [92]. The CCM algorithm has been
studied and implemented in many wireless communication applications including blind
multiuser detection, blind equalization, source separation, interference suppression, and
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antenna beamforming. A linear receiver equipped with the CCM algorithm is a very ef-
fective blind approach for ISI and MUI suppression when a communication channel is
frequency-selective [26], [27], [93]. The CCM design approach has proven to be highly
suitable to certain communications technologies such as spread spectrum systems. In
particular, DS-CDMA spread spectrum signalling has become a highly popular multi-
ple access technique which is widely used for personal communications, third-generation
mobile telephony, and indoor wireless communications. The advantages of DS-CDMA
include superior operation in multipath environments, flexibility in the allocation of chan-
nels, increased capacity in bursty and fading environments, and the ability to share band-
width with narrowband communication systems without significant deterioration of ei-
ther’s systems performance [2], [5].

Detecting a desired user in a DS-CDMA system requires processing the received sig-
nal in order to mitigate different types of interference, namely, MUI, ISI, and the noise
at the receiver. The major source of interference in most CDMA systems is MUI, which
arises due to the fact that users communicate through the same physical channel with
nonorthogonal signals. Multiuser detection has been proposed as a means to suppress
MUI, increase the capacity and the performance of CDMA systems [1, 2]. The opti-
mal multiuser detector proposed by Verdu [94] suffers from exponential complexity and
requires: the knowledge of timing, amplitude and signature sequences. This fact has mo-
tivated the development of various sub-optimal strategies with affordable complexity. The
linear MMSE receiver implemented with an adaptive filter is one of the most prominent
schemes for use in the downlink because it only requires the timing of the desired user
and a training sequence [4]. A blind adaptive linear receiver has been developed in [5],
and operates without knowledge of the channel input. In [95] Yang has shown that the
minimum variance distortionless response (MVDR) criterion, the minimum power distor-
tionless response (MPDR) criterion and the minimum variance (MV) criterion lead to a
solution identical to that obtained from the minimization of the MSE. A disadvantage of
the original MV detector is that it suffers from the problem of signature mismatch and
thus has to be modified for multipath environments [96].

When designing an adaptive receiver for a DS-CDMA system, we need to consider
what kind of algorithm should be used. Despite the fast convergence of RLS algorithms,
however, it is preferable to implement adaptive receivers with SG algorithms (e.g., LMS)
due to complexity and cost issues. For this reason the improvement of blind SG techniques
is an important research and development topic. In this regard, the works in [27] and [5]
employ standard SG algorithms with fixed step-size (FSS) that are not efficient with re-
spect to the convergence and steady-state performance. Indeed, the performance of adap-
tive SG receivers is strongly dependent on the choice of the step-size [4]. In non-stationary
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wireless environments, users frequently enter and exit the system, making it very difficult
for the receiver to compute a pre-determined step-size. This suggests the deployment of
mechanisms to automatically adjust the step-size of an SG algorithm in order to ensure
good tracking of the interference and the channel. Previous works have shown significant
gains in performance due to the use of averaging methods (AV) [97], [98] or adaptive gra-
dient step-size (AGSS) mechanisms [99], [100], where one SG algorithm adapts the pa-
rameter vector and another SG recursion adapts the step-size. The works in [97] and [98]
have borrowed the idea of averaging originally developed by Polyak [101] and applied it
to CDMA receivers with the MV criterion. The AGSS algorithms in [99], [100] can be
considered MV and CCM extensions of the papers [102–104]. All these methods require
an additional number of operations (i.e., additions and multiplications) proportional to the
processing gain N and to the number of multipath components Lp.

Furthermore, there are very few works employing variable step-size mechanisms with
blind techniques using the constant modulus criterion. In this chapter, we propose a novel
low-complexity variable step-size mechanism for blind CDMA receivers in multipath
channels that are used for MUI and ISI suppression based on an SG algorithm and the
CCM approach. The additional number of operations of the proposed techniques does
not depend on the processing gain N and the number of paths of the channel Lp. Con-
vergence and tracking analyses of the proposed adaptation techniques are carried out for
a multipath scenario, and analytical results are derived for the computation of the excess
MSE. We also generalize the CCM SG-AGSS in [100] for multipath scenarios. In addi-
tion, simulation experiments are presented for nonstationary environments, showing that
the new mechanisms are superior to previously reported methods and require a reduced
complexity.

This chapter is structured as follows. Section 3.2 briefly describes the DS-CDMA sys-
tem model. The adaptive blind SG CCM receiver design and CCM SG-AGSS algorithm
extension for multipath channel are described in Section 3.3. Section 3.4 is devoted to the
novel variable step-size mechanism. Convergence and tracking analyses of the resulting
algorithm are developed in Section 3.5. Section 3.6 presents and discusses the simulation
results. Section 3.7 draws the conclusions.

3.2 DS-CDMA System Model

Let us consider the downlink of an uncoded synchronous binary phase shift keying
(BPSK) DS-CDMA system with K users, N chips per symbol and Lp propagation paths.
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The signal broadcasted by the base station intended for user k has a baseband representa-
tion given by

xk(t) = Ak

∞∑
i=−∞

bk(i)sk(t− iT ) (3.1)

where bk(i) ∈ {±1} denotes the i-th symbol for user k, the real valued spreading wave-
form and the amplitude associated with user k are sk(t) and Ak, respectively. The
spreading waveforms are expressed by sk(t) =

∑N−1
i=0 ak(i)φ(t − iTc), where ak(i) ∈

{±1/
√

N}, φ(t) is the chip waveform, Tc is the chip duration and N = T/Tc is the pro-
cessing gain. Assuming that the channel is constant during each symbol and the receiver
is synchronized with the main path, the received signal is

r(t) =
K∑

k=1

Lp−1∑

l=0

hl(t)xk(t− τl) + n(t), (3.2)

where hl(t) and τl are, respectively, the channel coefficient and the delay associated with
the l-th path. Assuming that the delays are multiples of the chip rate, the spreading codes
are repeated from symbol to symbol and the received signal r(t) after filtering by a chip-
pulse matched filter and sampled at chip rate yields the M -dimensional received vector

r(i) =
K∑

k=1

(Akbk(i)Ckh(i) + ηk(i)) + n(i)

=
K∑

k=1

(Akbk(i)pk(i) + ηk(i)) + n(i),

(3.3)

where M = N + Lp− 1,n(i) = [n1(i) . . . nM(i)]T is the complex Gaussian noise vector,
and E[n(i)nH(i)] = σ2I. The channel vector is h(i) = [h0(i) . . . hLp−1(i)]

T with hl(i) =

hl(iTc) for l = 0, . . . , Lp − 1, ηk(i) is the ISI, and it is assumed that the channel order is
not greater than N , i.e. Lp − 1 ≤ N , sk = [ak(1) . . . ak(N)]T is the signature sequence
for user k and pk(i) = Ckh(i) is the effective signature sequence for user k, the M × Lp

convolution matrix Ck contains one-chip shifted versions of sk.

Ck =




ak(1) 0 . . . 0
... ak(1)

. . . ...

ak(N)
... . . . 0

0 ak(N)
. . . ak(1)

...
... . . . ...

0 0
. . . ak(N)




.
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3.3 Blind Adaptive SG CCM Algorithms

The linear receiver design is equivalent to determining a finite impulse response (FIR)
filter wk(i) with M coefficients that provides an estimate of the desired symbol, as illus-
trated in Fig. 3.1 and given by

b̂k(i) = sgn
(<(wH

k (i)r(i))), (3.4)

where the receiver parameter vector wk is optimized according to the CM cost function
subject to appropriate constraints.

In this section, we describe the multipath blind adaptive SG CCM algorithm for esti-
mating the parameters of the linear receiver first, and then we generalize the blind CCM-
AGSS [100] for multipath scenarios.

Figure 3.1: Block diagram of the blind adaptive CCM receiver with variable step-size
mechanisms.

3.3.1 Multipath Blind Adaptive SG CCM Algorithm

Firstly, let us describe the design of the blind adaptive SG CCM algorithm in multipath
channel. Consider the cost function, J = E[e2(i)], where e(i) = |wH

k (i)r(i)|2 − 1 sub-
ject to the multipath constraint given by CH

k wk(i) = g(i), where the matrix Ck was
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introduced in section 3.2, and g(i) is the Lp × 1 constraint channel vector to be deter-
mined. The blind channel estimation in [105] is employed in these algorithms. Thus, in
order to derive an adaptive expression for the SG CCM linear receiver let us consider the
unconstrained optimization problem given in the form of a Lagrangian cost function:

L = (wH
k (i)r(i)rH(i)wk(i)−1)2+λH(CH

k wk(i)−g(i))+(wH
k (i)Ck−gH(i))λ, (3.5)

where λ is a vector of Lagrange multipliers, we consider the following gradient search
procedure:

wk(i + 1) = wk(i)− µ∇w∗kL (3.6)

where µ is the SG algorithm step-size. The recursion in (3.6) may be obtained from (3.5).
By taking the gradient with respect to w∗

k. We obtain∇w∗kL = e(i)r(i)rH(i)wk(i)+Ckλ.
Then, (3.6) becomes

wk(i + 1) = wk(i)− µ(e(i)r(i)rH(i)wk(i) + Ckλ), (3.7)

where λ also needs to be determined. By using (3.6) and enforcing the constraints on wk

as CH
k wk(i + 1) = g(i), λ can be solved

λ =
1

µ
(CH

k Ck)
−1(CH

k wk(i)− µCH
k e(i)r(i)rH(i)wk(i)− g(i)). (3.8)

Substituting (3.8) in (3.7), we arrive at the update rule for the adaptive filter weight vector
wk

wk(i + 1) =
∏

C
[wk(i)− µe(i)r(i)rH(i)wk(i)] + Ck(C

H
k Ck)

−1g(i), (3.9)

where
∏

C = I − Ck(C
H
k Ck)

−1CH
k as reported in [106], and g(i) is the blind channel

estimation vector which has been proposed in [105]

g(i) =
(I− α(i)Yk(i))g(i− 1)

||(I− α(i)Yk(i))g(i− 1)|| (3.10)

where α(i) = 1/tr{Yk(i)}. To generate estimates for Yk(i) consists of writing

Yk(i) = CH
k Vk(i) (3.11)

where
Vk(i) = λLVk(i− 1) + µ(Ck − r(i)rH(i)Vk(i− 1)) (3.12)

where Vk(0) = Ck, 0 < λL < 1 is a leakage factor.
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3.3.2 Blind CCM SG-AGSS in Multipath Channels

The CCM SG-AGSS algorithm in single path channel has been proposed by Yuvapoosi-
tanon and Chambers in [100]. In this part we extend the algorithm to multipath channels.

We treat wk as a function of µ, the step-size variation can change the filter weights, and
define yk(i) = ∂wk(i)

∂µ
. We consider the gradient search procedures of variable step-size

as follows
µ(i + 1) = µ(i)− α∇µJ, (3.13)

where α denotes the adaptation rate of the step-size µ(i) with α > 0. By taking the
gradient of the cost function J = E[e2(i)] with respect to the step-size µ we have

∇µJ = e(i)(yH
k (i)r(i)z∗k(i) + rH(i)yk(i)zk(i)) (3.14)

Based on (3.13) and (3.14), we can have another SG update equation which is

µ(i + 1) = [µ(i)− αe(i)Re(yH
k (i)r(i)z∗k(i))]

µ+

µ− , (3.15)

where zk(i) = wH
k (i)r(i), and [.]µ

+

µ− denotes the truncation to the limits of the range
[µ−, µ+], From equation (3.9) we can derive the update equation of yk(i)

yk(i + 1) =
∏

C
{yk(i)− µ(i)r(i)rH(i)[yk(i)e(i)

+ wk(i)(y
H
k (i)r(i)z∗k(i) + rH(i)yk(i)zk(i))]}.

(3.16)

By combining equations (3.9), (3.15), and (3.16) we obtain the multipath blind CCM
SG-AGSS algorithm.

3.4 Blind Time Averaging Variable Step-size (TASS) Al-
gorithm

This section describes the proposed low-complexity TASS mechanism for CDMA re-
ceivers that adjust the step-size µ of the update equation of the receiver. A convergence
analysis of the mechanism is carried out and approximate expressions relating to the mean
convergence factor E[µ(i)], the mean square convergence factor E[µ2(i)] and the mini-
mum variance are derived. It is worth noting that in the mechanism, µ(i) is truncated
between {µ−, µ+}. In addition, the computational complexity of the novel mechanism is
presented in terms of additions and multiplications and compared to the CCM-AGSS one.
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3.4.1 TASS Mechanism

The proposed TASS mechanism employs the instantaneous cost function e2(i) =

(|wH
k (i)r(i)|2 − 1)2 and uses the update rule

µ(i + 1) = aµ(i) + b(|wH
k (i)r(i)|2 − 1)2, (3.17)

where 0 < a < 1, b > 0 and wk is the parameter vector of the receiver. In the proposed
TASS algorithm the step-size adjustment is controlled by the instantaneous constant mod-
ulus cost function. The motivation is that a large prediction error will cause the step-size
to increase and provide faster tracking while a small prediction error will result in a de-
crease in the step-size to yield smaller misadjustment [107]. The step-size µ(i) is always
positive and is controlled by the size of the prediction error and the parameters a and
b. Furthermore, it is worth pointing out that other rules have been experimented and the
TASS is a result of several attempts to devise a simple and yet effective mechanism. In-
deed, the mechanism is simple to implement and a detailed analysis of the algorithm is
possible under a few assumptions.

Assumption 1: Let us consider that for the algorithms in (3.17) when i →∞

E[µ(i)e2(i)] = E[µ(i)]E[e2(i)]

This assumption holds if µ is a constant, and we claim that it is approximately true if b

is small and also because a should be close to one (as will be shown in the simulations),
because µ(i) will vary slowly around its mean value. By writing

E[µ(i)e2(i)] = E[µ(i)]E[e2(i)] + E[(µ(i)− E{µ(i)})e2(i)], (3.18)

we note that for b sufficiently small, the second term on the right-hand side of (3.18) will
be small compared to the first one. Assumption 1 helps us to proceed with the analysis.

Let us define the first-(E[µ(i)]) and second-order (E[µ2(i)]) statistics of the proposed
TASS mechanism,

E[µ(i + 1)] = aE[µ(i)] + bE[e2(i)]. (3.19)

By computing the square of µ(i + 1), we obtain µ2(i + 1) = a2µ2(i) + 2abµ(i)e2(i) +

b2e4(i). Since b4 is small, the last term of the previous equation is negligible as compared
to the other terms, thus, with the help of Assumption 1 we assume that the expected value
of E[µ2(i + 1)] is approximately

E[µ2(i + 1)] ≈ a2E[µ2(i)] + 2abE[µ(i)]E[e2(i)]. (3.20)
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If we consider the steady-state values of E[µ(i + 1)] and E[µ2(i + 1)] by mak-
ing limi→∞ E[µ(i + 1)] = limi→∞ E[µ(i)] = E[µ(∞)] and limi→∞ E[µ2(i + 1)] =

limi→∞ E[µ2(i)] = E[µ2(∞)], and using limi→∞ E[(|wH
k (i)r(i)|2−1)2] = ξmin+ξex(∞)

[5], [4] we have the following:

E[µ(∞)] ≈ b(ξmin + ξex(∞))

1− a
, (3.21)

E[µ2(∞)] ≈ 2ab2(ξmin + ξex(∞))2

(1− a)2(1 + a)
, (3.22)

where the steady-state minimum value ξmin is provided by [108], ξmin ≈ 1 − s̄H
k R−1s̄k,

where s̄k = Ckg(i), and R = (PPH +σ2
nI), P = [̄s1, . . . , s̄K ], the σ2

n here is the additive
noise power in the receiver. The blind CCM receiver is assuming convergence to the
MMSE receiver. The quantity ξex is the steady-state excess error of the CM cost function.
To further simplify those expressions, let us consider another assumption.

Assumption 2: Let us consider that for (3.21) and (3.22), (ξmin + ξex(∞)) ≈ ξmin and
(ξmin + ξex(∞))2 ≈ ξ2

min, respectively.

This assumption holds if ξmin À ξex(∞) and we claim that it is approximately true
when the SG adaptive algorithm is close to the optimum solution and ξex(∞) is a small
fraction of ξmin.

By using Assumption 2 we have the following:

E[µ(∞)] ≈ bξmin

1− a
, (3.23)

E[µ2(∞)] ≈ 2ab2ξ2
min

(1− a)2(1 + a)
. (3.24)

Note that (3.23) and (3.24) will be used for the computational of the excess MSE of
the algorithm. Our studies reveal that (3.23) and (3.24) have proven to be valid and useful
for predicting the steady-state performance of the TASS mechanism.

3.4.2 Computational Complexity

In this section, we detail the additional computational complexity of the proposed TASS
algorithm and AGSS algorithm. We compute the number of additions and multiplications
to compare the different parts of those two variable step-size mechanisms. In Table I, we
show the additional computational complexity of the algorithms for multipath channels.
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An important advantage of the proposed adaptation rule is that it requires only a few
fixed number of operations while the other existing technique has additional complexity
proportional to the processing gain N and to the number of propagation paths Lp. Note
that we computed the number of arithmetic operations by taking into account the number
of complex additions and multiplications required by the mechanisms.

Table 3.1: Additional computational complexity in multipath channels.
Number of operations per symbol

Mechanism Additions Multiplications
AGSS 2M2 + 3M 3M2 + 7M + 5

TASS 1 3

3.5 Analyses of the Proposed Algorithm

In this section, we investigate the convergence behavior and tracking analysis of our al-
gorithm when used in the CCM-based algorithm in terms of the steady-state excess MSE
(EMSE). The CCM blind algorithms are inherently nonlinear and time-variant. The non-
linearities in the update equations of these receivers usually lead to significant difficulties
in the study of their performance. A very efficient approach named energy conservation
principle has been proposed by Sayed and Rupp in [109] and [110], and it was extended
by Mai and Sayed in [111] and Yousef and Sayed in [112] to the steady-state and tracking
analyses of CMA that bypasses many of these difficulties. This approach has been pro-
posed with CCM algorithms for analyzing adaptive multiuser receivers by Whitehead and
Takawira in [113]. The work of this section makes two contributions, the first of which is
the derivation of the steady-state and tracking performance of the blind CCM receiver in
multipath channels. The second contribution is that we focus on the analysis of the novel
variable step-size mechanism and incorporate them in the derived expressions.

3.5.1 The Modification of the CCM Update Equation

In order to use the energy conservation principle to do the steady-state and tracking anal-
yses, we write the multipath channel CCM filter weights update equation in another way.

We consider an equivalent Lagrangian cost function:

L = (|wH
k (i)r(i)|2 − 1)2 + 2Re[λ∗(wH

k (i)̄sk(i)− 1)], (3.25)
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where s̄k(i) is the effective signature waveform of user k, s̄k(i) = Ckg(i). By taking the
gradient with respect to w∗

k(i), we get the new filter weight vector update equation

wk(i + 1) = wk(i)− µ(i)e(i)z∗k(i)(I−
s̄k(i)̄s

H
k (i)

‖ s̄k(i)‖2 )r(i), (3.26)

where e(i) = |wH
k (i)r(i)|2 − 1, zk(i) = wH

k (i)r(i). These two equations (3.9) and (3.26)
are equivalent with different forms. We will drop the index k for notation simplicity in
what follows.

3.5.2 The Range of Step-size Values for Convergence

Before the convergence analysis of the proposed variable step-size algorithm, we discuss
the range of the step-size for convergence. Here, let us consider the blind CCM filter
weight update equation:

w(i + 1) = w(i)− µ(i)e(i)z∗(i)(I− s̄(i)̄sH(i)

‖ s̄(i)‖2 )r(i)

= w(i)− µ(i)e(i)rH(i)w(i)(I− s̄(i)̄sH(i)

‖ s̄(i)‖2 )r(i)

= [I− µ(i)e(i)v(i)rH(i)]w(i),

(3.27)

w̃(i + 1) = wopt −w(i + 1)

= (I− µ(i)e(i)v(i)rH(i))w̃(i) + µ(i)e(i)v(i)rH(i)wopt,
(3.28)

where v(i) = (I− s̄(i)̄sH(i)

‖s̄(i)‖2 )r(i). By taking expectations on both sides of (3.28) and using
Assumption 1 we have

E[w̃(i + 1)] = (I− E[µ(i)]Rvr(i))E[w̃(i)], (3.29)

where Rvr(i) = E[e(i)v(i)rH(i)] and Rvr(i)wopt = 0 [5]. Therefore, it can be concluded
that w converges to wopt and (3.29) is stable if and only if

∏∞
i=0(I−E[µ(i)]Rvr(i)) → 0,

which is a necessary and sufficient condition for limi→∞ E[w̃(i)] = 0 and E[w(i)] →
wopt. For stability, a sufficient condition for (3.29) to hold implies that [4]

0 ≤ E[µ(∞)] < min
k

2

|λvr
k |

. (3.30)

where λvr
k is the kth eigenvalue of Rvr(i) that is not real since Rvr(i) is not symmetric.
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3.5.3 Steady-State Analysis

The EMSE arises and depends on the presence of MUI, ISI, AWGN in multipath channels
and the nature of the SG algorithm. It is related to the error in the filter coefficients w̃(i)

via the a priori estimation error, which is defined as

ea(i) , w̃H(i)r(i), (3.31)

where w̃(i) = wopt−w(i), and wopt is the optimum filter in terms of the blind algorithm.
Let us define the MSE at time i using the fact that w̃(i)

ε(i) = E[|b(i)−wH(i)r(i)|2]
= εmin + E[|ea(i)|2] + s̄H(i)E[w̃(i)] + E[w̃H(i)]̄s(i)

− E[wH
optr(i)r

H(i)w̃(i)]− E[w̃H(i)r(i)rH(i)wopt],

(3.32)

where
εmin = E[|b(i)−wH

optr(i)|2]. (3.33)

When i →∞, since w(i) → wopt and E[w̃(i)] → 0 we have the steady-state MSE

lim
i→∞

ε(i) = εmin + lim
i→∞

E[|ea(i)|2]. (3.34)

The steady-state EMSE is then defined as [111]

ζ , lim
i→∞

E[|ea(i)|2]. (3.35)

The approach for performance analysis was derived in [111], [112] and [114] and
based on the energy conservation principle. By following the idea of Sayed [111], we
provide a unified approach to quantifying the EMSE of our adaptive blind receiver that
can be made to fit the general class of adaptive SG algorithms given by

w(i + 1) = w(i) + µu(i)Fe(i), (3.36)

where Fe(i) is a generic scalar function determined by the adaptive algorithm. The major
result of the feedback approach is the energy-preserving equation which relates the a priori
estimation error to the error function Fe(i) and the vector u in (3.36) once the algorithm
has reached the steady state. In our case u(i) = (I− s̄(i)̄sH(i)

‖s̄(i)‖2 )r(i), and Fe(i) = −e(i)z∗(i).

Subtracting both sides of (3.36) from some vector wopt we get the weight error equa-
tion

w̃(i + 1) = w̃(i)− µu(i)Fe(i), (3.37)

where w̃(i) = wopt − w(i). Define a priori and a posteriori estimation errors ea(i) =

w̃H(i)r(i) and ep(i) = w̃H(i + 1)r(i). We now show how to rewrite (3.37) in terms of
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the error measures [w̃(i), w̃(i + 1), ea(i), ep(i)] alone. For this purpose, we note that if
we multiply the Hermitian of (3.37) by r(i) from the right, we obtain

ea(i) = ep(i) + µuH(i)r(i)F ∗
e (i)

= ep(i) + µrH(i)(I− s̄(i)̄sH(i)

‖ s̄(i) ‖2
)r(i)F ∗

e (i).
(3.38)

Since rH(i)(I− s̄(i)̄sH(i)
‖s̄(i)‖2 )r(i) =‖ u(i) ‖2, we can obtain

ep(i) = ea(i)− µ ‖ u(i) ‖2 F ∗
e (i). (3.39)

Solving for F ∗
e (i) gives

F ∗
e (i) =

ea(i)− ep(i)

µ ‖ u(i) ‖2
, (3.40)

so that we can rewrite (3.37) as

w̃(i + 1) = w̃(i)− u(i)

‖ u(i) ‖2
[e∗a(i)− e∗p(i)]. (3.41)

Rearranging (3.41) leads to

w̃(i) +
u(i)

‖ u(i) ‖2
e∗p(i) = w̃(i + 1) +

u(i)

‖ u(i) ‖2
e∗a(i). (3.42)

If we define
µ̄(i) = 1/ ‖ u(i) ‖2, (3.43)

then by squaring (3.42), we observe that the following energy relation is obtained:

‖ w̃(i) ‖2 + µ̄(i)|ep(i)|2 + µ̄(i)uH(i)w̃(i)ep(i) + µ̄(i)w̃H(i)u(i)e∗p(i)

=‖ w̃(i + 1) ‖2 +µ̄(i)|ea(i)|2 + µ̄(i)uH(i)w̃(i + 1)ea(i)

+ µ̄(i)w̃H(i + 1)u(i)e∗a(i).

(3.44)

By taking expectations of both sides of (3.44), when the filter operation is in steady
state, namely i →∞, we can obtain

E[‖ w̃(i) ‖2] + E[µ̄(i)|ep(i)|2] = E[‖ w̃(i + 1) ‖2] + E[µ̄(i)|ea(i)|2]. (3.45)

When the filter operation is in steady state for i →∞, we also can write

E[‖ w̃(i) ‖2] = E[‖ w̃(i + 1) ‖2]. (3.46)
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Now, with (3.36), the effect of the weight error vector is canceled out from (3.45), and we
are reduced to studying only the equality E[µ̄(i)|ea(i)|2] = E[µ̄(i)|ep(i)|2]. Substituting
(3.39) into the equation we can have the energy preserving equation.

The energy preserving equation in the steady state is used to solve for the EMSE and
is given as

E[µ̄(i)|ea(i)|2] = E[µ̄(i)|ea(i)− µ(i)

µ̄(i)
F ∗

e (i)|2], (3.47)

where Fe(i) = −e(i)z∗(i) = (1 − |y(i)|2)y∗(i), and y(i) = (wopt − w̃(i))Hr(i) =

wH
optr(i)− ea(i) = Ab(i) + M(i) + η(i) + v(i)− ea(i), where Ab(i) is the desired user’s

signal, M is the residual MUI as the output of the optimum filter, η is the filtered ISI, v is
the filtered AWGN.

By expanding the right-hand side of (3.47) the equation can be simplified to D = F ,
where D = E[µ(i)]E[e∗ay(i)(1 − |y(i)|2)] + E[µ(i)]E[eay

∗(i)(1 − |y(i)|2)] and F =

E[µ2(i)]E[‖ u ‖2 |y(i)|2(1−|y(i)|2)2]. Based on the analytical results in [112] and [113],
we can make several assumptions.

Assumption 3: In the steady state, ‖ u ‖2 and |Fe|2 are uncorrelated.

Assumption 4: The quantities {b,M, η, v, ea} are zero-mean random variables, and are
mutually independent.

Assumption 5: We also have E[b2m
k ] = 1 for any positive integer m. The user’s power

Ak is equal to 1.

Assumption 6: The residual MUI and ISI are Gaussian random variables.

By using these assumptions above and substituting y(i) into equation D = F , we have

E[µ2]E[‖u ‖2]G1E[|ea|2] + 3E[µ2]E[‖ u ‖2]E[M2]E[|ea|4]
+ 3E[µ2]E[‖ u ‖2]E[v2]E[|ea|4] + E[µ2]E[‖ u ‖2](3E[η2] + 1)E[|ea|4]
+ E[µ2]E[‖ u ‖2]G2 + E[µ2]E[‖ u ‖2]E[|ea|6]
= 2E[µ](E[M2]E[|ea|2] + E[v2]E[|ea|2] + E[η2]E[|ea|2] + E[|ea|4]).

(3.48)

G1 = 3 + 3σ4
M + 6σ2

Mσ2
v + 6σ2

Mσ2
η + 3σ4

v + 6σ2
vσ

2
η + 3σ4

η. (3.49)
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G2 =σ6
η + 3σ2

vσ
4
η + 3σ4

vσ
2
η + 3σ2

Mσ4
η + σ6

v

+ 6σ2
vσ

2
ησ

2
M + 3σ2

Mσ4
v + 3σ4

Mσ2
η + 3σ4

Mσ2
v + σ6

M

+ σ4
η + 2σ2

vσ
2
η + σ4

v + 2σ2
Mσ2

η + 2σ2
Mσ2

v

+ σ4
M + 4σ2

v + 2σ2
η + 2σ2

M + 2.

(3.50)

It is the convergence state i → ∞, so we can assume E[M2m] = (E[M2])m = σ2m
M ,

E[η2m] = (E[η2])m = σ2m
η , and E[v2m] = (E[v2])m = σ2m

v , where σM , ση and σv are the
variances of the Gaussian distribution.

In this circumstance, the high power terms E[|ea|4] and E[|ea|6] may be neglected. So
we obtain the EMSE,

ζ = E[|ea|2]

=
E[µ2(∞)]E[‖ u ‖2]G2

2E[µ(∞)](σ2
M + σ2

v + σ2
η)− E[µ2(∞)]E[‖ u ‖2]G1

,
(3.51)

where, E[µ(∞)] ≈ bξmin

1−a
, E[µ2(∞)] ≈ 2ab2ξ2

min

(1−a)2(1+a)
and, the details of G1 and G2 are given

by (3.49) and (3.50), respectively.

Assumption 7: The residual MUI and ISI powers σ2
M and σ2

η at the output of the
optimum filter are significantly lower than the output noise power σ2

v , namely, σ2
v À σ2

M

and σ2
v À σ2

η .

Thus, a simplified expression can be derived if all the terms that contain M and η are
removed. The simplified expression is then given by

ζ = E[|ea|2] ≈ abξminE[‖ u ‖2](σ6
v + σ4

v + 4σ2
v + 2)

(1 + a)(1− a)σ2
v − abξminE[‖ u ‖2](3 + 3σ4

v)
. (3.52)

3.5.4 Tracking Analysis

In this part we examine the operation of these novel step-size algorithms in a nonsta-
tionary environment, for which the optimum solution takes on a time-varying form. The
minimum point of the error-performance surface is no longer fixed. Consequently, the
adaptive blind algorithm now has the added task of tracking the minimum point of the
error-performance surface. In other words, the algorithm is required to continuously
track the statistical variations of the input, the occurrence of which is assumed to be
“slow” enough for the tracking to be feasible. We shall continue to rely on the energy-
conservation framework [112] and use it to derive expressions for the excess mean-square
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error of an adaptive filter when the input signal properties vary with time. The presen-
tation will reveal that there are actually minor differences between mean-square analysis
and tracking analysis.

EMSE expressions for the tracking performance of the CCM algorithm were published
in [112]. The derivation of tracking performance EMSE for the blind MUD was proposed
in [113]. Here we focus on the analysis of the novel variable step-size mechanism incor-
porated in the parameter estimation of the CCM-SG algorithm.

In the time-varying channel, the optimum filter coefficients are assumed to vary ac-
cording to the model wopt(i + 1) = wopt(i) + q(i), where q(i) denotes a random per-
turbation. This is typical in the context of tracking analyses of adaptive filters [4], [115]
and [116]. Based on these works, we make an assumption.

Assumption 8: The sequence q(i) is a stationary sequence of independent zero-mean
vectors and positive definite autocorrelation matrix Q = E(q(i)qH(i)), which is mutually
independent of the sequences {u(i)}, {v(i)}, {M(i)} and {η(i)}.

Now, we first redefine the weight error vector as w̃(i) = wopt(i)−w(i) and then, w̃(i)

satisfies
w̃(i + 1) = w̃(i)− µu(i)Fe(i) + q(i). (3.53)

We define ea(i) = (wopt(i)−w(i))Hr(i) and ep(i) = (wopt(i)−w(i+1))Hr(i), so from
(3.36) we have

ea(i) = ep(i) + µ ‖ u(i) ‖2 F ∗
e (i). (3.54)

We conclude that (3.39) and (3.41) still hold for the nonstationary case, and from (3.53)
and (3.54) we obtain

w̃(i + 1) + µ̄(i)u(i)e∗a(i) = w̃(i) + q(i) + µ̄(i)u(i)e∗p(i). (3.55)

As we discussed before, by squaring (3.55) and taking the expected value, when the
filter is operating in steady state we have

E[‖ w̃(i + 1) ‖2] + E[µ̄(i)|ea(i)|2] = E[‖ w̃(i) + q(i) ‖2] + E[µ̄(i)|ep(i)|2]. (3.56)

E[‖ w̃(i) + q(i) ‖2] = E[(w̃H(i) + qH(i))(w̃(i) + q(i))]

= E[||w̃(i)||2] + E[w̃H(i)q(i)] + E[qH(i)w̃(i)] + E[qH(i)q(i)],

(3.57)
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by using Assumption 5, we have E[w̃H(i)q(i)] = E[qH(i)w̃(i)] = 0.

When i → ∞, E[||w̃(i + 1)||2] = E[||w̃(i)||2], so based on Assumption 5 the energy
preserving equation of the tracking performance is given as

E[µ̄(i)|ea(i)|2] = Tr(Q) + E[µ̄(i)|ea(i)− µ

µ̄(i)
F ∗

e (i)|2]. (3.58)

Expanding the equation, it can be simplified to

D = Tr(Q) + F (3.59)

where D and F were described before, Tr(Q) = E(qH(i)q(i)). By using the previous
assumptions, the high power terms E[|ea|4] and E[|ea|6] may be neglected. Finally, we
obtain

ζ = E[|ea|2]

=
E[µ2(∞)]E[‖ u ‖2]G2 + Tr(Q)

2E[µ(∞)](σ2
M + σ2

v + σ2
η)− E[µ2(∞)]E[‖ u ‖2]G1

,
(3.60)

where E[µ(∞)] ≈ bξmin

1−a
, E[µ2(∞)] ≈ 2ab2ξ2

min

(1−a)2(1+a)
.

By using assumption 4, a simplified expression can be derived if all the terms that
contain M and η are removed. The simplified solution is given by

ζ = E[|ea|2] ≈ abξ2
minE[‖ u ‖2](σ6

v + σ4
v + 4σ2

v + 2) + (1− a)2(1 + a)Tr(Q)

(1 + a)(1− a)ξminσ2
v − abξ2

minE[‖ u ‖2](3 + 3σ4
v)

. (3.61)

3.6 Simulation Results

In this section, we evaluate the performance of the proposed variable step-size mecha-
nism and compare it to the existing algorithms. Firstly, the MSE performance of a non-
stationary scenario is compared in an AWGN single-path channel to evaluate the mecha-
nisms, and then we carry out simulations to assess SINR performance of the algorithms in
non-stationary environments for multipath time-varying channels. The BER performance
is also taken into account, and at last we focus on the convergence and tracking perfor-
mances to compare the results of simulations and analytical expressions. The DS-CDMA
system employs spreading codes with spreading gain N = 31. Our simulation results are
based on the downlink of an uncoded system.

The first experiment studies the performance of the proposed CCM SG-TASS algo-
rithm, the existing CCM SG-AGSS and the CCM SG fixed step-size algorithms in an
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Figure 3.2: (a) MSE performance in a non-stationary environment with an AWGN chan-
nel, where the system starts with 4 users including a 5dB high power level interferer. After
1000 received symbols 4 new users including a 5dB high power level interferer enter the
system. (b) Step-size variation in the same non-stationary environment.

AWGN channel. The DS-CDMA system employs binary random sequences as the spread-
ing codes. Fig.3.2 (a) shows the MSE performance of the algorithms in a non-stationary
environment with an AWGN channel, the SNR is 15dB, where the SNR is defined as
the received desired user’s signal to noise power ratio. We show the convergence of the
receivers in terms of MSE. For the non-stationary case the system starts with 4 users
including 1 high power level interferer with 5dB and after 1000 symbols, 4 new users
including a 5dB high power level user enter the system. These results in Fig.3.2 (a) indi-
cate that the convergence of the proposed CCM SG-TASS outperforms the convergence
of the CCM SG-AGSS and the fixed step-size algorithms in an AWGN non-stationary
environment. Fig.3.2 (b) shows the variation of the step-size values in the non-stationary
environment. In this experiment, the parameters of the TASS mechanism have been op-
timized with µ− = 10−6, µ+ = 5 × 10−3, µ0 = 10−4, a = 0.98, and b = 5 × 10−4.
The optimized parameters of the AGSS mechanism are µ− = 10−6, µ+ = 2 × 10−3,
µ0 = 10−4, α = 0.0003, and fixed step-size is 5 × 10−4. The optimized parameters are
chosen based on simulations results, to make the system work in a stable way and obtain
good performance.
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The second phase considers the algorithms in multipath time-varying channels. In
order to avoid the ambiguity, we only considered real channel models. Thus, the algorithm
deals with the amplitude variation of the channel. The channel has a profile with 3 paths,
and it is normalized. The channel parameters for these experiments are p0 = 0.8367,
p1 = 0.4472, p2 = 0.3162. The sequence of channel coefficients is hl(i) =

√
plαl(i)(l =

0, 1, 2), where αl(i) is computed according to the Jakes’ model. We optimized the limits
of the parameters of the variable step-size mechanisms with µ+ = 10−3, µ− = 10−5, and
µ0 = 10−4, 2000 symbols are transmitted. The channel estimation algorithm in [105] is
employed in the simulation.

Firstly we assess the SINR performance of the proposed TASS mechanism, the AGSS
and FSS mechanisms, all based on the SG CCM blind algorithm. In this case, the random
sequence is employed for the spreading code. Fig.3.3 (a) shows the convergence of the
receivers in terms of SINR, in a scenario where the power levels of 3 interferers are 5dB

above the desired user, whilst the remaining interferers work at the same power level of
the desired signal. In order to test the non-stationary scenario, the system starts with
5 users and 3 new users enter after 1000 symbols. We optimized the parameters of the
mechanisms with a = 0.98, b = 6×10−5 for the TASS and α = 0.06 for the AGSS. These
results indicate that the proposed TASS mechanism converges to a higher SINR than the
other methods. Fig.3.3 (b) shows the variation of the step-size values. Finally, we can
see that the novel variable step-size algorithm can work very well in the non-stationary
environment of the multipath time-varying channel.

The BER performance is studied next. In particular we show the BER performance
versus the received desired user’s signal to noise power ratio and number of users (K)

for the analyzed algorithms. Here, we use Gold sequences with N = 31, and assume
every user’s power is equal to 1, the fading rate fdT is 1 × 10−3, and 2000 symbols
are transmitted. The results in Fig.3.4(a) indicate that the best performance is achieved
with the proposed CCM SG-TASS algorithm, followed by the CCM SG-AGSS and the
CCM SG fixed step-size algorithms. Fig.3.4(b) shows us that with an increase in the
number of users in the system, our proposed algorithm still has the best performance.
Specifically, CCM SG-TASS algorithm can save up to 4dB and support up to 3 more
users in comparison with the CCM SG-AGSS algorithm for the same performance.

In the third experiment, we consider the convergence and tracking analyses. The multi-
path channel model is the same as before. In order to simplify the simulations we employ
the normalized fixed vector [p0, p1, p2]

T as the vector g to calculate the effective signa-
ture waveform s̄k, where p0, p1 and p2 are the values in the second experiment. The
steady-state MSE between the desired and the estimated symbol obtained through sim-
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Figure 3.3: (a) SINR performance in non-stationary environment of multipath time-
varying channel, (b) Step-size values for the variable step-size mechanisms in the non-
stationary environment, SNR=15dB, fdT = 5× 10−6, FSS is 10−4.

ulation is compared with the steady-state MSE computed via the expressions derived in
Section 3.5. Before using (3.52) and (3.61) we have to calculate several values. From
the conclusion in [108], we know that the optimal CCM minimum ξmin roughly cor-
responds to the minimum mean square error. The residual noise power σ2

v in (3.52) is
equal to wH

optσ
2
nwopt,where wopt = R−1s̄k. E[‖ u ‖2] = (M − 1)σ2

n +
∑K

k=2 A2
kρkk −∑K

k=2 A2
kρ

2
k1/ρ11, where ρij = s̄H

i s̄j . The results can be derived by using a similar ap-
proach to [113].

Firstly let us verify that the results (3.23), (3.24), and (3.52) of the section on conver-
gence analysis of the mechanism can provide a means of estimating the excess MSE. In
this simulation of convergence analysis, we employ random sequences of length N = 31,
and assume that 4 users operate in the system and they have the same power level. The
time-invariant multipath scenario with AWGN is considered. The results are shown in
Fig.3.5(a), for the multipath case. By comparing the curves, it can be seen that as the
number of received symbols increases and the simulated MSE converges to the analyt-
ical result, showing the usefulness of our analysis and assumptions, where a = 0.98,
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Figure 3.4: (a) BER versus the SNR with multipath channels and (b) BER versus number
of users with multipath channels. fdT = 1× 10−3, FSS is 10−4.

b = 0.00005. The Fig.3.5(b) shows the effect that the desired user’s signal to noise power
ratio has on the MSE, and a comparison between the steady-state analysis and simulation
results. The results confirm that the MSE decreases monotonically with SNR. For each
input SNR we can find suitable values of parameters a and b to let the simulation and
analysis results agree well with each other.

The tracking analysis of the CCM SG-TASS algorithm in a fading channel has been
discussed in 3.5. In this part we verify that the results (3.23), (3.24), and (3.61) of the sec-
tion on tracking analysis of the mechanism can provide a means of estimating the MSE.
The tracking analysis has been evaluated by using random sequences with spreading gain
31, and we assume that 6 users operate with the same power level in the system. A time-
varying multipath channel has been taken into account, the 5 × 10−5 fading rate Jakes’
model is employed. The value of Tr(Q) was computed with the aid of J0(2πfdT ) [117],
which is the autocorrelation function of the Jakes’ model, where J0 is the zero-order
Bessel function of the first kind, fd is the maximum Doppler shift, and T is the symbol
interval [118]. Tr(Q) is equal to 1.6 × 10−6. Fig. 3.6 indicates that as the number of re-
ceived symbols increases, the simulated MSE converges to the analytical result, showing
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Figure 3.5: MSE analytical versus simulated performance for the proposed TASS mech-
anism convergence analysis. (a) Number of users is 4, the SNR is 16 dB. (b) Number of
users is 4.

the usefulness of our analysis and assumptions, where a = 0.98, b = 0.00016.

3.7 Conclusions

In this chapter, we have investigated blind adaptive CCM receivers for DS-CDMA sys-
tems that employ SG algorithms with variable step-size mechanisms. A low-complexity
variable step-size mechanism has been proposed and analyzed for estimating the parame-
ters of linear CDMA receiver that operate with SG algorithms in multipath channels. We
compared the computational complexity of the new algorithm with the existent methods
and further investigated the characteristics of the new mechanism via derived analytical
expressions using the energy-preserving approach to predict the EMSE for convergence
and tracking analyses. Simulation experiments were conducted to verify the analytical re-
sults and illustrate that the new blind adaptation mechanism significantly outperforms the
conventional variable step-size mechanism for blind CCM receivers at a lower complexity
in both stationary and nonstationary scenarios.
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Figure 3.6: MSE analytical versus simulated performance for the proposed TASS mech-
anism tracking analysis. Number of users is 6, the SNR is 15 dB, fdT = 5× 10−5.

Yunlong Cai, Ph.D. Thesis, Department of Electronics, University of York 2009



Chapter 4

Adaptive Decision Feedback Detectors
for Space-Time CDMA Systems

Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 DS-CDMA System Model and Array Configurations . . . . . . . . . 56

4.3 Space-time MPF Decision Feedback Receiver Structure . . . . . . . 58

4.4 Multistage Space-time MPF-DF Detection . . . . . . . . . . . . . . . 61

4.5 MMSE Design of Proposed Space-time Estimators . . . . . . . . . . 63

4.6 Analytical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.7 Adaptive Estimation Algorithms . . . . . . . . . . . . . . . . . . . . 66

4.8 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.1 Introduction

In DS-CDMA systems, substantial work has been devoted to the design of schemes for
interference mitigation. The exponential complexity of the optimal multiuser detector
proposed by Verdu [94] has motivated the development of various sub-optimal strategies
with affordable complexity: the linear [119] and DF [120] receivers, the successive in-
terference canceller [121] and the multistage detector [122]. For uplink scenarios, some
works [23], [123] have shown that DF structures, which are relatively simple and perform
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linear interference suppression followed by interference cancellation, provide substantial
gains over linear detection.

Among these schemes, the MMSE multiuser decision feedback detectors have
emerged as highly effective solutions for the uplink as they provide effective MUI sup-
pression, significant capacity increase and excellent performance as compared to related
detectors [123–129], at a relatively modest complexity. In particular, when using short
or repeated spreading sequences the MMSE design criterion leads to adaptive versions
which only require a training sequence for estimating the receiver parameters. The work
of Honig and Woodward [125] has shown that the design of adaptive decision feedback
receivers based on the MMSE criterion using the successive DF (S-DF) and the parallel
DF (P-DF) schemes which can provide substantial gains over linear schemes. The P-DF
scheme, which is more sensitive to error propagation than the S-DF, provides relatively
better performance. Another technique that can substantially increase the capacity of
CDMA systems is the use of smart antennas. Indeed, detectors equipped with antenna
arrays can process signals in both temporal and spatial domains, increase the reliability of
the links via diversity and separate interferers via beamforming [130]. The literature on
the combined use of antenna arrays and decision feedback structures is relatively unex-
plored. The works in [124], [125] however, did not consider the incorporation of antenna
arrays. Adaptive space-time decision feedback detectors were proposed by Smee and
Schwartz in [126], although the work was limited to the use of adaptive algorithms for
only the feedforward filter with S-DF structures.

In this chapter, we propose a novel space-time MMSE decision feedback detection
scheme for uplink DS-CDMA systems with antenna arrays, which employs multiple par-
allel feedback (MPF) for interference cancellation. The basic idea is to improve the con-
ventional S-DF structure by using different orders of cancellation and then select the most
likely estimate. For each user, the proposed detection structure is equipped with several
parallel branches which employ different ordering patterns, namely, each branch pro-
duces a symbol estimate by exploiting a certain ordering pattern. Thus, there is a group
of symbol estimates at the end of the MPF branches structure. The criterion of Euclidean
distance is used as selection rule to select the branch with best performance. The novel
structure for detection exploits different patterns and orderings for the modification of the
original S-DF architecture and achieves higher detection diversity by selecting the branch
which yields the estimates with the best performance. A near-optimal user ordering algo-
rithm which employs several particular cancellation orders is described for the proposed
space-time MPF-DF structure due to the high complexity of the optimal ordering algo-
rithm which employs all the possible cancellation orders. Furthermore, the proposed DF
receiver structure is combined with cascaded DF stages to mitigate the deleterious effects
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of error propagation and refine the symbol estimates of the users. We present modified
adaptive algorithms for both feedforward and feedback filters using SG and RLS algo-
rithms. Basically, we use a switching rule amongst different ordering branches, for each
iteration we select the optimum branch based on all the feedback results, and adapt the
filters using the selected branch of data. The performance of the system with antenna
arrays in a beamforming environment and a diversity environment is considered. We
derive the MMSE expressions achieved by the considered DF structures with imperfect
and perfect feedback. The main contributions of this chapter are: I) Novel space-time
MMSE DF receivers with MPF are introduced for interference suppression in uplink DS-
CDMA systems with antenna arrays, where beamforming and diversity configurations are
considered. II) The proposed space-time MPF-DF receiver is combined with multistage
detection. III) The modified adaptive algorithms are developed for both feedforward and
feedback filters. IV) Analytical works are carried out for the proposed space-time MPF-
DF. Our proposed space-time adaptive DF scheme and algorithms can be used in other
scenarios, including MIMO and MC-CDMA systems.

This chapter is structured as follows. Section 4.2 briefly describes the DS-CDMA
system model and array configurations. The proposed space-time MPF-DF scheme is de-
scribed in Section 4.3. Section 4.4 is devoted to the proposed scheme combined with cas-
caded DF stages. The proposed MMSE space-time estimators are derived in section 4.5,
and some analytical works are carried out in section 4.6. Section 4.7 discusses the adap-
tive estimation algorithms for feedforward and feedback receivers. Section 4.8 presents
and discusses the simulation results. Section 4.9 draws the conclusions.

4.2 DS-CDMA System Model and Array Configurations

Let us consider the uplink of an uncoded synchronous BPSK DS-CDMA system with
K users, N chips per symbol and Lp propagation paths. It should be remarked that a
synchronous model is assumed for simplicity, although it captures most of the features
of more realistic asynchronous models with small to moderate delay spreads [3]. The
baseband signal transmitted by the k-th active user to the base station is given by

xk(t) = Ak

∞∑
i=−∞

bk(i)sk(t− iT ) (4.1)

where bk(i) ∈ {±1} denotes the i-th symbol for user k, the real valued spreading wave-
form and the amplitude associated with user k are sk(t) and Ak, respectively. The
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spreading waveforms are expressed by sk(t) =
∑N−1

i=0 ak(i)φ(t − iTc), where ak(i) ∈
{±1/

√
N}, φ(t) is the chip waveform, Tc is the chip duration and N = T/Tc is the pro-

cessing gain. Assuming that the channel modelled as a parameter vector h is constant
during each symbol and the base station receiver with a J-element linear antenna-array is
synchronized with the main path, the received signal at the j-th antenna element is

rj(t) =
K∑

k=1

Lp−1∑

l=0

hj,k,l(t)xk(t− τj,k,l) + nj(t), (4.2)

where hj,k,l and τj,k,l are, respectively, the channel coefficient and the delay associated
with the l-th path and the k-th user of the j-th antenna element, j = 1, 2, . . . , J . Assuming
that the delays τj,k,l are multiples of the chip rate, the received signal at each antenna
rj(t) after filtering by a chip-pulse matched filter and sampled at chip rate yields the
M -dimensional received vector for each antenna element

rj(i) =
K∑

k=1

(Akbk(i)Ckhj,k(i) + ηj,k(i)) + nj(i)

=
K∑

k=1

(Akbk(i)p̃k,j(i) + ηj,k(i)) + nj(i),

(4.3)

where M = N + Lp − 1,nj(i) = [nj,1(i) . . . nj,M(i)]T is the complex Gaussian
noise vector. The user k channel vector of the j-th antenna element is hj,k(i) =

[hj,k,0(i) . . . hj,k,Lp−1(i)]
T with hj,k,l(i) = hj,k,l(iTc) for l = 0, . . . , Lp − 1, ηj,k(i) is

the ISI, and assumes that the channel order is not greater than N , i.e. Lp − 1 ≤ N ,
sk = [ak(1) . . . ak(N)]T is the signature sequence for user k and p̃k,j(i) = Ckhj,k(i)

is the effective signature sequence for user k at the j-th antenna element, the M × Lp

convolution matrix Ck contains one-chip shifted versions of sk.

Ck =




ak(1) 0
... . . . ak(1)

ak(N)
...

0
. . . ak(N)




.

We stack the samples of the received data of the J antenna elements in a JM × 1

vector, so that the coherently demodulated composite received signal of the antenna-array
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system is

r(i) =




r1(i)

r2(i)
...

rJ(i)




=
K∑

k=1

x̃k(i) + n(i), (4.4)

where x̃k(i) is a JM -dimensional vector, it is a stack of vectors Akbk(i)p̃k,j(i) +

ηj,k(i), j = 1, . . . , J for user k, n(i) = [nT
1 (i), . . . ,nT

J (i)]T , and E[n(i)nH(i)] = σ2IJM ,
where IJM denotes a square identity matrix with dimension JM . For the diversity config-
uration we space the antenna elements in order to make the channel coefficients between
every two antenna elements independent. In the beamforming case the spacing between
antenna elements is half wavelength, and the following relation holds for the k-th user
channel coefficients relevant to antenna elements j − 1 and j [130]:

hj,k,l(i) = hj−1,k,l(i)e
−jφl , (4.5)

where hj,k,l is the l-th path channel coefficient of the j-th antenna element regarding user
k, φl = πsinθl and θl is the direction of arrival (DOA) of the l-th path.

For beamforming or diversity configuration we can design a JM×1 feedforward filter
for each user, which combines the signals from different antennas together. Specifically,
regarding diversity, in order to reduce the length of the feedforward filter we can use a
group of M × 1 filters ωk,j, j = 1 . . . J , which correspond to different antennas to handle
the received vectors separately instead of using a long filter [131] and then combine the
output signals from each filter by the maximum ratio combining (MRC) or equal-gain
combining (EGC) methods. The output signal is

zk(i) =
J∑

j=1

ck,jω
H
k,j(i)rj(i), (4.6)

where ck,j is the combining weight and rj(i) is the M × 1 received data from antenna
element j. In the following parts we design the novel DF receiver based on the long
feedforward filter structure, even though we remark that for a diversity configuration a
designer can resort to the approach outlined above.

4.3 Space-time MPF Decision Feedback Receiver Struc-
ture

In this section, we present the principles and structures of the proposed space-time MMSE
decision feedback detector with MPF-DF for interference cancellation. The proposed al-
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gorithm employs different orders of cancellation to produce a group of estimated candi-
dates, and on the basis of the Euclidean distance, our approach selects the most likely
estimate.

Selection

criterion for

user 1

Re(.)

Selection

criterion for

user K

Re(.)

1T

BT

B,K(i)w

1,K(i)w
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1,1(i)f
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B,1(i)z

MMSE Design Criterion

Feedforward filter

Feedback filter

(f)

(i)
^

b

(i)r

^

(i)b

Figure 4.1: Proposed multi-antenna MPF-DF receiver structure

The space-time or multi-antenna MPF-DF structure is presented in Fig 4.1. The pro-
posed receiver employs B parallel branches of SIC with different orders of feedback for
the k-th user, where k = 1 . . . K, and K is the number of users. We equip the β-th branch
of the k-th user with a pair of feedforward and feedback filters, namely, JM × 1 vector
wβ,k(i) and K × 1 vector fβ,k(i), where β = 1 . . . B. According to those branches, each
user obtains a group of different multiuser interference estimates which are subtracted
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from the soft outputs of the feedforward filters respectively. The output of the β-th branch
for k-th user is

zβ,k(i) = wH
β,k(i)r(i)− fH

β,k(i)[T
H
β b̂(i)], (4.7)

where the JM × 1 received vector r(i) is the input to a nonlinear structure, b̂(i) is the
K×1 feedback vector, namely, the tentative decision vector of preceding iteration at time
i. In this work the DF receiver only employs 1 iteration, and the value of the feedback
vector is computed by b̂(i) = sgn(<(WH

lin(i)r(i))), where Wlin is a JM × K linear
filtering matrix designed by MMSE criterion. The matrices Tβ are permutated square
identity IK matrices with dimension K whose structures for an B=4-branch MPF-DF
scheme are given by:

T1 = IK ,T2 =

(
0K/4,3K/4 I3K/4

IK/4 0K/4,3K/4

)
,

T3 =

(
0K/2 IK/2

IK/2 0K/2

)
,T4 =




0 . . . 1
... . . . ...
1 . . . 0


 ,

(4.8)

where 0m,n denotes an m × n-dimensional matrix full of zeros and the structures of the
permutation matrices Tβ correspond to phase shifts regarding the cancellation order of
the users. The purpose of the matrices in (4.8) is to change the order of cancellation.
Specifically, the above matrices perform the cancellation with the following order with
respect to user powers: T1 with indices 1,. . .,K; T2 with indices K/4, K/4 + 1, . . ., K,
1, . . ., K/4 − 1; T3 with indices K/2, K/2 + 1, . . ., K, 1, . . ., K/2 − 1; T4 with K,
. . ., 1 (reverse order). The quantity TH

β b̂(i) is the feedback vector corresponding to the
β-th branch. For more branches, additional phase shifts are applied with respect to user
cancellation ordering. Note that different update orders were tested although they did not
result in performance improvement.

The feedback filter fβ,k(i) which is designed based on SIC controls the permutated
feedback vector TH

β b̂(i). The structure of the feedback filter is given by fβ,k(i) =

[fβ,k,1(i), fβ,k,2(i), . . . , fβ,k,K(i)]T , where the elements fβ,k,γ(i) = 0, when k ≤ γ ≤ K,
γ = 1 . . . K. The non-zero elements of the filter fβ,k(i) correspond to the number of used
feedback connections and to the users to be cancelled.

The number of parallel branches B that yield detection candidates is a parameter that
must be chosen by the designer. The number of candidates of the optimal ordering al-
gorithm is B = K! and is clearly very complex for practical systems. The goal of the
proposed scheme is to improve performance using parallel searches and to select the most
likely symbol estimate. The final output b̂

(f)
k (i) for the k-th user of the space-time MPF-

DF detector chooses the best estimate of the B candidates based on the criterion of Eu-
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clidean distance for each symbol interval i as described by:

βopt,k = arg min
β∈{1,...,B}

eβ,k(i), (4.9)

b̂
(f)
k (i) = sgn

(<(
zβopt,k

(i)
))

, (4.10)

where eβ,k(i) = |bk(i)− zβ,k(i)|, and b̂
(f)
k (i) forms the vector of final decisions b̂

(f)
k (i) =

[b̂
(f)
1 (i) . . . b̂

(f)
K (i)]T . Our studies indicate that the B = 4 near-optimal user ordering al-

gorithm achieves most of the gains of the proposed structure and offers a good trade-off
between performance and complexity.

4.4 Multistage Space-time MPF-DF Detection

In this section, the proposed receiver structure is considered in conjunction with cascaded
DF stages [124], [125], which are of great interest for uplink scenarios due to the capabil-
ity of providing uniform performance over the users.

In [124], Woodward et al. presented a multistage detector with an S-DF in the first
stage and P-DF or S-DF structures, with users being demodulated in reverse order, in the
second stage. Firstly, let us describe the multistage receiver with only the S-DF or P-DF
detector. For the first stage m = 1 we have the output defined by:

b̂(m−1)(i) = sgn(<(WH
lin(i)r(i))). (4.11)

z(m)(i) = W(m)H(i)r(i)− F(m)H(i)b̂(m−1)(i). (4.12)

For the stages m ≥ 2, we obtain

b̂(m−1)(i) = sgn(<(z(m−1)(i)), (4.13)

z(m)(i) = [W(m)(i)M]Hr(i)− [MF(m)(i)]Hb̂(m−1)(i), (4.14)

where the number of stages m depends on the application. More stages can be added and
the order of the users is reversed from stage to stage, the JM ×K filtering matrix W(m)

is given by W(m)(i) = [w
(m)
1 (i), . . . ,w

(m)
K (i)], and the K × K matrix F(m) is given by

F(m)(i) = [f
(m)
1 (i), . . . , f

(m)
K (i)], where w

(m)
k (i) and f

(m)
k (i) are the JM × 1 and K × 1

filtering vectors corresponding to the k-th user, k = 1 . . . K, and b̂(m−1)(i) is the K × 1

vector of the (m − 1)-th stage tentative decisions, M is a K × K square permutation
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Figure 4.2: The two-stage DF receiver with space-time MPF-DF scheme in the first stage

matrix with ones along the reverse diagonal and zeros elsewhere (similar to T4 in (4.8)).
The K × 1 decision vector of the m-th stage z(m)(i) = [z

(m)
1 (i), . . . , z

(m)
K (i)]T .

Let us now focus on the proposed algorithm and combine the space-time MPF-DF
structure with multistage detection. To equalize the performance over the user popula-
tion, we consider a two-stage structure, namely m = 2 as shown in Fig. 4.2, the first
stage is an MPF-DF scheme, and an S-DF or an MPF-DF are considered in the second
stage. The multistage receiver system is denoted IMPFS-DF when an S-DF is employed
in the second stage. The outputs of the first stage enter the second stage, which are
treated as the estimates of the interference. The proposed multistage scheme is denoted
by IMPFMPF-DF and corresponds to an MPF-DF architecture employed in both stages.
The j-th component of the soft output vector z

(2)
β (i) corresponding to the β-th branch of

its second stage is:

z
(2)
β,j(i) = [W

(2)
β (i)M]Hj r(i)− [TβF

(2)
β (i)]Hj b̂(1)(i), (4.15)

where [.]j denotes the j-th column of the argument (a matrix), and the second stage
MPF-DF filtering matrices corresponding to the β-th branch are given by W

(2)
β (i) =

[w
(2)
β,1(i), . . . ,w

(2)
β,K(i)], F

(2)
β (i) = [f

(2)
β,1(i), . . . , f

(2)
β,K(i)], where w

(2)
β,k(i) and f

(2)
β,k(i) are the

JM × 1 and K × 1 filtering vectors corresponding to the β-th branch of the k-th user,
k = 1 . . . K. The final decision is:

βopt,j = arg min
β∈{1,...,B}

e
(2)
β,j(i), (4.16)

b̂
(2)
j (i) = sgn

(<(
z

(2)
βopt,j

(i)
))

, (4.17)

where e
(2)
β,j(i) = |bk(i)−z

(2)
β,j(i)|. The role of reversing the cancellation order in successive

stages is to equalize the performance of the users over the population or at least reduce
the performance disparities.
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4.5 MMSE Design of Proposed Space-time Estimators

Let us describe in this section the design of the proposed space-time MMSE decision
feedback detectors. A general case where each branch has a pair of feedforward and
feedback filters is considered. Firstly, let us consider the cost function for the branch β of
user k:

JMSE = E[|bk(i)−wH
β,k(i)r(i) + fH

β,k(i)b̂β(i)|2]
= σ2

b −wH
β,k(i)pk − pH

k wβ,k(i) + wH
β,k(i)Rwβ,k(i) + fH

β,k(i)E[b̂β(i)b̂H
β (i)]fβ,k(i)

−wH
β,k(i)Bfβ,k(i)− fH

β,k(i)B
Hwβ,k(i)

(4.18)

where b̂β(i) = TH
β b̂(i) is the feedback vector of the branch β, Tβ is the permutation ma-

trix, which is used to change the order of cancellation, wβ,k(i) and fβ,k(i) have been
described in Section 4.3. The associated covariance matrix is R = E[r(i)rH(i)] =

PPH + σ2I, σ2
b = E[|bk(i)|2], and B = E[r(i)b̂H

β (i)]. Here we define the matri-
ces of effective spreading sequences P = [p1, . . . ,pK ], pk = [p̃T

k,1, . . . , p̃
T
k,J ]T , and

p̃k,j = Ckhj,k(i) is the M × 1 effective spreading sequence of user k regarding the j-
th antenna, k = 1, . . . , K, j = 1, . . . , J . To minimize the cost function in (4.18), we first
take the gradient with respect to the filter wβ,k(i) and fβ,k(i), which yields:

5Jw∗β,k(i) = Rwβ,k(i)− pk −Bfβ,k(i) (4.19)

5Jf∗β,k(i) = (E[b̂β(i)b̂H
β (i)])fβ,k(i)−BHwβ,k(i). (4.20)

Thus, the solution can be obtained by setting the gradient terms equal to zero

wβ,k(i) = R−1(pk + Bfβ,k(i− 1)) (4.21)

fβ,k(i) = (E[b̂β(i)b̂H
β (i)])−1BHwβ,k(i) ≈ BHwβ,k(i). (4.22)

If we assume imperfect feedback, then E[b̂β(i)b̂H
β (i)] = E[TH

β b̂(i)b̂H(i)Tβ] ≈ IK

for small error rates. The complexity of (4.21) and (4.22) are O((JM)3) and O(K3) due
to the matrix inversion.
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4.6 Analytical Results

In this section, we mathematically study the associated MMSE for the general space-time
DF receivers (S-DF and P-DF with antenna arrays) and the proposed space-time MPF-DF
scheme with imperfect and perfect feedback.

4.6.1 On the MMSE with Perfect and Imperfect Feedback for
Proposed Space-time MPF-DF Detectors

The proposed space-time MPF-DF employs multiple branches in parallel and chooses
the best estimate among these parallel branches. Firstly, let us consider the imperfect
feedback case. As we discussed in Section 4.5, the feedforward and feedback filters for
the branch β of user k are

wβ,k = R−1(pk + Bfβ,k) (4.23)

fβ,k = (E[b̂βb̂
H
β ])−1BHwβ,k ≈ BHwβ,k (4.24)

Substituting (4.23) and (4.24) into (4.18), we obtain the associated MMSE corresponding
to the branch β:

JMMSE,β ≈ σ2
b − (pk + Bfβ,k)

HR−1pk − pH
k R−1(pk + Bfβ,k)

+ (pk + Bfβ,k)
HR−1(pk + Bfβ,k)− (pk + Bfβ,k)

HRHBfβ,k

≈ σ2
b − pH

k R−1pk − pH
k R−1Bfβ,k

(4.25)

where β = 1, 2, . . . , B, B is the number of branches. Therefore, the MMSE of the
proposed MPF-DF for user k is approximately given by:

J
′
MMSE ≈ min

{β∈1,...,B}
(σ2

b − pH
k R−1pk − pH

k R−1Bfβ,k) (4.26)

Regarding the case of perfect feedback, let us divide the users into two sets, similarly
to [124]

D = {j : b̂j is fed back} (4.27)

U = {j : j /∈ D} (4.28)
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where the two sets D and U correspond to detected and undetected users, respectively.
Here we define the matrices PD = [p1, . . . ,pD] and PU = [p1, . . . ,pU ], RU = PUPH

U +

σ2I = R−PDPH
D , the covariance matrices RD and RU change with different branches.

Let us consider perfect feedback case, that is b̂β(i) = bβ(i). Note that the DF receivers
based on the imperfect feedback depend on the matrix B = E[r(i)b̂H

β (i)], that under
perfect feedback equals PDβ

. Following the same approach we have the feedforward and
feedback filters as:

wβ,k = R−1
Uβ

pk (4.29)

fβ,k = PH
Dβ

wβ,k (4.30)

substituting (4.29) and (4.30) into (4.18) we obtain the associated MMSE corresponding
to the branch β:

JMMSE,β = σ2
b − pH

k R−1
Uβ

pk (4.31)

where the covariance matrix RUβ
corresponds to the set of undetected users and changes

with different branches. Similarly, we obtain the MMSE for MPF-DF detectors in perfect
feedback case:

J
′
MMSE ≈ min

{β∈1,...,B}
(σ2

b − pH
k R−1

Uβ
pk) (4.32)

4.6.2 On the MMSE with Perfect and Imperfect Feedback for S-DF
and P-DF with Antenna Arrays

The conventional S-DF detector with antenna arrays can be treated as a special case of the
proposed space-time MPF-DF detector (with B = 1). We have quite similar equations
of feedforward and feedback filters as we discussed before, here we focus on perfect
feedback case for simplicity. The MMSE of the multi-antenna S-DF detector is:

JMMSE = σ2
b − pH

k R−1
U pk (4.33)

where pk is a stack of the effective spreading sequence regarding different antennas.

Specifically, for the P-DF detector with antenna arrays, we have,

D = {1, . . . , k − 1, k + 1, . . . , K}, U = {k} (4.34)

since D is a single cell so the MMSE associated with the space-time P-DF can be simpli-
fied by substituting RU = pkp

H
k + σ2I into (4.33), which yields:

JMMSE = σ2
b − pH

k (pkp
H
k + σ2I)−1pk (4.35)
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4.7 Adaptive Estimation Algorithms

In this section we present modified SG and RLS algorithms to estimate the feedforward
and feedback filters of the proposed multi-antenna MPF-DF receiver using MMSE cri-
teria. In order to reduce the complexity, we employ a pair of feedforward and feedback
adaptive filters for all B branches instead of assigning each branch a pair of feedforward
and feedback adaptive filters. Note that multiple filters have been considered in our stud-
ies, however, they did not yield better results than the single-filter approach adopted here.
We show these results in the simulation section. In the proposed algorithms, for each
iteration we select the optimum branch based on all the feedback results, and adapt the
filters using the branch of data with lowest metric.

4.7.1 Stochastic Gradient Algorithm

Let us discuss SG algorithms first, and consider the cost function based on the MSE
criterion:

JMSE = E
[|bk(i)−wH

k (i)r(i) + [Tβfk(i)]
Hb̂(i)|2], (4.36)

where Tβ are the permutation matrices which are employed to change the cancellation
order of the users. For each iteration, we select the most likely branch before adapting
wk(i) and fk(i).

βopt,k = arg min
β∈{1,...,B}

eβ,k(i), (4.37)

eβ,k(i) = |bk(i)− zβ,k(i)|. (4.38)

The best branch βopt,k is selected to minimize the Euclidean distance. The final output
b̂

(f)
k (i) chooses the best estimate from the B candidates for each symbol interval i. The

SG solution to (4.36) can be devised by using instantaneous estimates and taking the
gradient terms with respect to w∗

k(i) and f∗k (i) which should adaptively minimize JMSE .
Using the selected branch βopt,k, we obtain the expressions of the gradients as

5Jw∗k(i) = −(b∗k(i)− rH(i)wk(i) + b̂H(i)Tβopt,k
fk(i))r(i), (4.39)

5Jf∗k (i) = (b∗k(i)− rH(i)wk(i) + b̂H(i)Tβopt,k
fk(i))T

H
βopt,k

b̂(i). (4.40)

According to the SG or LMS filter theory in [4] we have the following update equations:

wk(i + 1) = wk(i)− µw 5 Jw∗k(i), (4.41)

fk(i + 1) = fk(i)− µf 5 Jf∗k (i), (4.42)
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where µw and µf are the values of step size. Substituting (4.39) and (4.40) into (4.41)
and (4.42), respectively, we arrive at the update equations for the estimation of wk(i) and
fk(i) based on the SG algorithms

wk(i + 1) = wk(i) + µwε∗(i)r(i), (4.43)

fk(i + 1) = fk(i)− µf ε
∗(i)TH

βopt,k
b̂(i), (4.44)

where ε(i) = bk(i)− (wH
k (i)r(i)− fH

k (i)TH
βopt,k

b̂(i)). The steps of the algorithm are sum-
marized in table 4.1. Thanks to the fact that most elements of the permutation matrices
are zeros, our SG algorithm can be implemented with low complexity.

It is worth noting that, for stability and to facilitate tuning of parameters, it is use-
ful to employ normalized step sizes when operating in a changing environment. The
normalized version of this algorithm is described by µ

′
w = µw/(rH(i)r(i)) and µ

′
f =

µf/(b̂
H(i)Tβopt,k

TH
βopt,k

b̂(i)).

Table 4.1: Proposed adaptive estimation algorithm: SG.
Step 1: Choose initial values for wk and fk, and appropriate step sizes µw, µf .
Step 2: For i=0, 1, 2, . . . .

(1) Compute the feedback vectors TH
β b̂(i) and the outputs for

different branches of the proposed space-time MPF-DF detector.
(2) Select the most likely branch βopt,k = arg minβ∈{1,...,B} eβ,k(i).
(3) Update wk(i + 1) = wk(i) + µwε∗(i)r(i).
(4) Update fk(i + 1) = fk(i)− µf ε

∗(i)TH
βopt,k

b̂(i).

4.7.2 Recursive Least Squares Algorithm

Let us consider the RLS algorithm for feedforward and feedback filters. According to the
RLS theory in [4], we express the cost function to be minimized as ξ(i), where i is the
length of the observable data. Also, it is customary to introduce a forgetting factor λ into
the definition of the cost function ξ(i). We thus write

ξ(i) =
i∑

n=1

λi−n|bk(n)−wH
k (i)r(n) + [Tβfk(i)]

Hb̂(n)|2. (4.45)

For each iteration, we select the most likely branch corresponding to the minimum Eu-
clidean distance

βopt,k = arg min
β∈{1,...,B}

eβ,k(i) (4.46)

eβ,k(i) = |bk(i)− zβ,k(i)|. (4.47)
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The RLS solution to (4.45) can be obtained by taking the gradient of (4.45) with respect
to w∗

k(i). Using the selected branch βopt,k yields:

5ξw∗k(i) = −
i∑

n=1

λi−n
w r(n)bk(n)+

i∑
n=1

λi−n
w r(n)rH(n)wk(i)−

i∑
n=1

λi−n
w r(n)b̂H(n)Tβopt,k

fk(i).

(4.48)
Let us further define

ak(i) = −
i∑

n=1

λi−n
w r(n)bk(n), (4.49)

R(i) =
i∑

n=1

λi−n
w r(n)rH(n) (4.50)

Bk(i) =
i∑

n=1

λi−n
w r(n)b̂H(n)Tβopt,k

. (4.51)

Then, by setting 5ξw∗k(i) = 0, we obtain

wk(i) = R−1(i)[Bk(i)fk(i) + ak(i)]. (4.52)

Because R(i) = λwR(i−1)+r(i)rH(i), and based on the matrix inversion lemma in [4],
the update equation for R−1(i) is given by:

R−1(i) = λ−1
w R−1(i− 1)− λ−1

w q1(i)r
H(i)R−1(i− 1) (4.53)

where q1(i) = u1(i)
λw+rH(i)u1(i)

, and u1(i) = R−1(i − 1)r(i). We also have the following
two equations:

ak(i) = λwak(i− 1) + r(i)bk(i) (4.54)

Bk(i) = λwBk(i− 1) + r(i)b̂H(i)Tβopt,k
. (4.55)

By combining equation (4.52), (4.53), (4.54) and (4.55), we obtain the RLS algorithm to
update the feedforward filter wk(i).

By following the similar approach to take the gradient of (4.45) with respect to f∗k (i)

yields:

5ξf∗k (i) =
i∑

n=1

λi−n
f TH

βopt,k
b̂(n)bk(n)−

i∑
n=1

λi−n
f TH

βopt,k
b̂(n)rH(n)wk(i)

+
i∑

n=1

λi−n
f TH

βopt,k
b̂(n)b̂H(n)Tβopt,k

fk(i).

(4.56)

Let us define

ck(i) =
i∑

n=1

λi−n
f TH

βopt,k
b̂(n)bk(n), (4.57)
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Table 4.2: Proposed adaptive estimation algorithm: RLS.
Step 1: Choose initial values for ak, Bk, R−1

k , ck, Dk and S−1
k ,

and appropriate forgetting factors λw, λf .
Step 2: For i=0, 1, 2, . . . .

(1) Compute the feedback vectors TH
β b̂(i) and the outputs for

different branches of the proposed space-time MPF-DF detector.
(2) Select the most likely branch βopt,k = arg minβ∈{1,...,B} eβ,k(i).
(3) Update ak(i) = λwak(i− 1) + r(i)bk(i).
(4) Update Bk(i) = λwBk(i− 1) + r(i)b̂H(i)Tβopt,k

.
(5) R−1(i) = λ−1

w R−1(i− 1)− λ−1
w q1(i)r

H(i)R−1(i− 1).
(6) Update wk(i) = R−1(i)[Bk(i)fk(i) + ak(i)].
(7) Update ck(i) = λfck(i− 1) + TH

βopt,k
b̂(i)bk(i).

(8) Update Dk(i) = λfDk(i− 1) + TH
βopt,k

b̂(i)rH(i).
(9) S−1

k (i) = λ−1
f (S−1

k (i− 1)− q2(i)b̂
H(i)Tβopt,k

S−1
k (i− 1)).

(10) Update fk(i) = S−1
k (i)[Dk(i)wk(i)− ck(i)].

Dk(i) =
i∑

n=1

λi−n
f TH

βopt,k
b̂(n)rH(n) (4.58)

Sk(i) =
i∑

n=1

λi−n
f TH

βopt,k
b̂(n)b̂H(n)Tβopt,k

. (4.59)

By setting 5ξf∗k (i) = 0, we have

fk(i) = S−1
k (i)[Dk(i)wk(i)− ck(i)] (4.60)

and also the following equations:

ck(i) = λfck(i− 1) + TH
βopt,k

b̂(i)bk(i) (4.61)

Dk(i) = λfDk(i− 1) + TH
βopt,k

b̂(i)rH(i). (4.62)

Since Sk(i) = λfSk(i − 1) + TH
βopt,k

b̂(i)b̂H(i)Tβopt,k
, and by using the matrix inversion

lemma [4], we obtain the update equation for S−1
k (i), given by:

S−1
k (i) = λ−1

f S−1
k (i− 1)− λ−1

f q2(i)b̂
H(i)Tβopt,k

S−1
k (i− 1), (4.63)

where q2(i) = u2(i)

λf+b̂H(i)Tβopt,k
u2(i)

, and u2(i) = S−1
k (i − 1)TH

βopt,k
b̂(i). By combining

equation (4.60), (4.61), (4.62) and (4.63) we obtain the RLS algorithm for feedback filter
fk(i).

In order to implement the RLS algorithms, firstly let us set the initial values for ak,
Bk, R−1, ck, Dk, and S−1

k at i = 0, and choose forgetting factors λw, λf . Secondly,
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calculate the feedback vectors TH
β b̂(i) and the outputs for all branches regarding user

k, and select the most likely branch at iteration i. Thirdly, update the feedforward filter
wk(i) by following equations (4.54), (4.55), (4.53) and (4.52), and update the feedback
filter fk(i) by following equations (4.61), (4.62), (4.63) and (4.60). Then, we set i = i+1,
and go back to the second step. The final output b̂

(f)
k (i) chooses the best estimate from

the B candidates for each symbol interval i. The steps of the algorithm are summarized
in Table 4.2.

The superior performance of the RLS algorithm compared to the SG algorithm is at-
tained at the expense of a large increase in computational complexity. The complexity
is evaluated by the number of multiplications. The RLS algorithm requires a total of
O((JM)2) + O(K2) multiplications, which increase as the square of JM and K, where
J is the number of antenna elements, M is the gain of effective spreading sequence and
K is the number of users. On the other hand, the SG algorithm requires O(JM) + O(K)

multiplications, increasing linearly with JM and K. Note, however, that the operations
required to compute R−1(i) are common to all K users and can be used for saving com-
putations.

4.8 Simulation Results

In this section, we evaluate the performance of the novel space-time MPF-DF schemes
and compare them to other existing structures. We adopt a simulation approach and con-
duct several experiments in order to verify the effectiveness of the proposed techniques.
We carried out simulations to assess the BER performance of the DF receivers for dif-
ferent loads, channel fading rates, number of antenna elements and signal to noise ra-
tios. The users in the system are assumed to have a power distribution given by log-
normal random variables with associated standard deviation 0.5. Our simulation results
are based on an uncoded system and the receivers have access to pilot channels for es-
timating the filters. We calculate the average BER by taking the average performance
over the users. All channels have a profile with 3 paths whose powers are p0 = 0

dB, p1 = −7 dB and p2 = −10 dB, which are normalized. The sequence of chan-
nel coefficients hl(i) = plψl(i)(l = 0, 1, 2), where ψl(i), is computed according to
Jakes’ model. We optimized the parameters of the normalized step size SG algorithms
with step sizes µw = 0.1, µf = 0.1, and of the RLS algorithms with forgetting factors
λw = 0.998, λf = 0.998. We consider packets with 1000 symbols. The DOAs are uni-
formly distributed in (0, 2π). It is indicated the receiver structure (linear or DF), the type
of DF scheme, and multi-antenna configurations namely:
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• S-DF: the successive DF detector of [123], [127].

• P-DF: the parallel DF detector of [124].

• MPF-DF: the proposed multiple-parallel feedback branches DF detector.

• ISS-DF: the iterative system of Woodward et al. [124] with S-DF in the first and
second stages.

• IMPFS-DF: the proposed iterative detector with the novel MPF-DF in the first stage
and the S-DF in the second stage.

• IMPFMPF-DF: the proposed iterative receiver with the MPF-DF in the first and
second stages.

• (D): antenna-array system using diversity configuration.

• (B): antenna-array system using beamforming configuration.
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Figure 4.3: Four adaptive schemes for MPF-DF structure

Initially, we study the performance of four different adaptive structures of the proposed
MPF-DF, namely, the multiple feedforward multiple feedback, the multiple feedforward
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single feedback, the single feedforward multiple feedback, and the single feedforward
single feedback structures. Fig 4.3 shows that the performance of the averaged-BER
versus number of users over the four different adaptive schemes in the uplink DS-CDMA
system with N = 15 Gold sequences. We can notice that the single feedforward and
single feedback adaptive receiver is the best choice, since it can support more users than
the other structures and has the lowest complexity. In our studies, this was verified for a
wide range of scenarios.
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MPF−DF 4−branch
MPF−DF 8−branch

MPF−DF−optimal
ordering

Figure 4.4: BER performance versus number of symbols, normalized SG algorithms,
N = 15, K=6 users, fdT = 5× 10−5, 1-antenna configuration.

In the second experiment, we study the impact of the number of branches on the MPF-
DF performance. The DS-CDMA system employs Gold sequences with N = 15 as
the spreading codes. The normalized step size SG algorithms are employed to update
feedforward and feedback filters. We designed the novel DF receivers with B = 2, 4, 8

parallel branches and compared their BER performance versus number of symbols with
the existing S-DF and P-DF structures, as depicted in Fig. 4.4. The results show that the
low-complexity ordering algorithm achieves a performance close to the optimal ordering
where B = K!, whilst keeping the complexity reasonably low for practical utilization.
Furthermore, the performance of the new MPF-DF scheme with B = 2, 4, 8 outperforms
the S-DF and the P-DF detector. It can be noted from the curves that the performance
of the new MPF-DF improves as the number of parallel branches increases. In this re-
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gard, we also notice that the gains of performance obtained through additional branches
decrease as B is increased. Thus, we adopt B = 4 for the remaining experiments because
it presents a very attractive trade-off between performance and complexity. The fading
rate is (fdT = 5× 10−5) in this experiment.

1  2  3  4  
10

−2

10
−1

10
0

Averaged−SNR=12(dB), K=6, N=15

Number of antenna elements

A
ve

ra
ge

d−
B

E
R

 

 
Linear(D)
Linear(B)
P−DF(B)
P−DF(D)
MPF−DF(D)
MPF−DF(B)

             diversity
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Figure 4.5: BER performance versus number of antennas, normalized SG algorithms,
N = 15, K=6 users, fdT = 1× 10−3

We compare the beamforming and diversity configurations in Fig. 4.5 with the con-
sidered receiver structures. We can see that the performance of those two multi-antenna
configurations improves as we increase the number of antennas, and beamforming out-
performs diversity. Note that the gain of performance obtained decreases as the number
of antenna elements increases. It is better to use 2-antenna for this array system due to a
reasonable trade-off between performance and complexity. This experiment is based on a
channel with fading rate fdT = 1× 10−3.

In Fig. 4.6, we illustrate the performance of the following algorithms: linear, P-DF,
MPF-DF combining diversity and beamforming configurations, respectively, as the fading
rate of the channel varies. Firstly, we can see that as the fading rate increases, the perfor-
mance gets worse and our proposed space-time MPF-DF receivers outperform the existing
schemes. Moreover, we observe that beamforming is better than diversity. Secondly, Fig.
4.6 shows the ability of the novel adaptive MPF-DF to deal with error propagation and
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Figure 4.6: BER performance versus channel fading rate, normalized SG algorithms,
N = 15, K=8 users, 2-antenna for both diversity and beamforming configurations.

channel uncertainties. The novel MPF-DF structure using beamforming has the best per-
formance. The experiments of Fig. 4.5 and Fig. 4.6 employ the Gold sequences with
N = 15 as the spreading codes.

The next scenario, shown in Fig. 4.7, considers the comparison in terms of BER
of the proposed DF structures, namely MPF-DF and MPF-DF combining beamforming
technique with existing detectors for uncoded systems. Here we use Gold sequences with
N = 15 as spreading codes, and the normalized SG algorithms are employed to update
the feedforward and feedback filters. In particular, we show averaged BER performance
curves versus averaged SNR and number of users (K) for the analyzed receivers. The
results in Fig. 4.7 indicate that the best performance is achieved with the novel MPF-
DF with beamforming technique, followed by the P-DF receiver with beamforming, the
linear with beamforming, the MPF-DF, the P-DF, the linear receiver with a single antenna.
Specifically, the MPF-DF with beamforming receiver can save up to 2 dB or support up to
3 more users in comparison with the P-DF with beamforming for the same performance.
It can substantially increase the system capacity. In this experiment, the channel fading
rate fdT is equal to 5× 10−5.
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Figure 4.7: BER performance versus (a) Averaged-SNR and (b) number of users (K).
Normalized SG algorithms, N = 15, fdT = 5 × 10−5, 2-antenna for beamforming con-
figurations.

The system employs RLS algorithms to estimate the values of feedforward and feed-
back filters, we use random sequences as the spreading codes. The results for a system
with N = 16 are illustrated in Fig. 4.8. In particular, the same BER performance hierar-
chy is observed for the detection schemes, namely MPF-DF, MPF-DF with beamforming,
P-DF, P-DF with beamforming, linear receiver, and linear receiver with beamforming.
Comparing the curves obtained with the normalized SG algorithms in Fig. 4.7, we no-
tice that the detection schemes with RLS algorithms outperform those with normalized
SG algorithms, and also there are some additional gains in performance for the proposed
schemes over the existing techniques. Specifically, the MPF-DF detector can save up to
8 dB or support up to 10 additional users in comparison with the P-DF for the same BER
performance based on RLS algorithms. Regarding the 2-antenna combined beamforming
configurations, the MPF-DF with beamforming scheme can save up to 5 dB or support up
to 6 users in comparison with the P-DF with beamforming for the same BER performance
based on RLS algorithms. In the experiment the channel fading rate is fdT = 5× 10−5.

The last scenario, shown in Fig. 4.9, considers the experiments of our proposed space-
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Figure 4.8: BER performance versus (a) Avergaed-SNR and (b) number of users (K).
RLS algorithms, N = 16, fdT = 5 × 10−5, 2-antenna (Nant= 2) for beamforming
configurations.

time MPF-DF receiver structure equipped with 2-antenna diversity and beamforming con-
figurations combined with iterative cascaded DF stages. We compare the performance in
terms of BER of the proposed DF structures, namely MPF-DF, IMPFS-DF, IMPFMPF-
DF employing diversity and beamforming techniques with existing iterative and conven-
tional DF for uncoded systems. In particular, we show BER performance curves versus
averaged SNR and number of users (K) for the analyzed receivers. The systems use
N = 32 random sequences as the spreading codes, and we employ the RLS algorithms
to estimate the values of the feedforward and feedback filters for the 1st and 2nd stage,
the channel fading rate is fdT = 5 × 10−5. The results depicted in Fig. 4.9 indicate that
the best performance is achieved by the novel IMPFMPF-DF with beamforming, followed
by the new IMPFMPF-DF with diversity, the IMPFS-DF with beamforming, the MPF-DF
with beamforming, the IMPFS-DF with diversity, the MPF-DF with diversity, the exist-
ing ISS-DF with beamforming, the S-DF with beamforming, the ISS-DF with diversity,
and the S-DF with diversity. Specifically, the IMPFMPF-DF detector with beamforming
can save up to more than 10 dB or support up to 20 more users in comparison with the
existing ISS-DF with beamforming for the same BER performance. The IMPFS-DF with
beamforming scheme can save up to 8 dB or support up to 16 more users in comparison
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Figure 4.9: BER performance versus (a) Averaged-SNR and (b) number of users (K). RLS
algorithms, N = 32, fdT = 5×10−5, 2-antenna (Nant= 2) for diversity and beamforming
configurations.

with the ISS-DF with beamforming scheme for the same BER performance. Moreover,
the performance advantages of the IMPFMPF-DF and IMPFS-DF using diversity and
beamforming techniques are substantially superior to the other existing approaches.

4.9 Conclusions

In this chapter, we discussed the low-complexity near-optimal ordering algorithms and
compared the results of diversity and beamforming configurations for array systems. A
novel MPF-DF receiver with diversity and beamforming techniques for DS-CDMA sys-
tems and two adaptive algorithms were proposed. The proposed schemes were also com-
bined with the iterative cascaded DF stages. It was shown that the new detection schemes
significantly outperform existing DF and linear receivers, support systems with higher
loads and mitigate the phenomenon of error propagation.
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5.1 Introduction

Channel adaptive techniques [39, 132–135] are expected to be exploited in the next gen-
eration of wireless communications systems. These signaling approaches allow the trans-
mitter to adapt to the propagation conditions [57]. This implies that the transmitter re-
quires some form of knowledge of the channel state information at the transmitter. While
it is sometimes possible to use the uplink channel estimate for the downlink in TDD sys-
tems, a problem arises when it is implemented with frequency division duplexing (FDD)
systems, which lack downlink and uplink channel reciprocity. Alternatively, the transmit-
ter can obtain the channel knowledge by allowing the receiver to send a small number
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of feedback bits. Then, it can use the feedback information to modify the transmit signal
prior to transmission over the channel. Limited feedback approaches have been widely in-
vestigated in MIMO systems [19,20,58,59,67,136–138]. In particular, the works in [136]
and [58] introduced feedback information corresponding to beamforming, and limited
feedback precoding was proposed in [67] and [59]. However, prior work [19,20,137,138]
has focused on the quantization of the channel information, which may cause problems in
time-varying fading and requires a significant amount of bits for satisfactory performance.
A number of works on adaptive spreading techniques for DS-CDMA systems have been
discussed in [39, 43–45, 76]. An optimization algorithm for single path channels, based
on individual updates, has been presented and analyzed in [39, 43, 44]. In [45], joint
transmitter-receiver adaptation is studied for the uplink of a system with short signature
sequences, two alternating update algorithms are derived for estimating the transmitter
coefficients in the presence of multipath. The work in [76] studied the performance of the
signature optimization with limited feedback using the RVQ scheme.

In this chapter, we investigate a novel chip-interleaving algorithm based on limited
feedback. A set of possible chip-interleavers are constructed and pre-stored at both the
transmitter and receiver. During the transmission, the optimum interleaver is chosen by
the selection function at the receiver, which then relays the index of the interleaver to the
transmitter by a low-rate feedback channel or link. The transmitter will send data by using
the interleaver corresponding to the index sent from the receiver in this particular channel
situation. It is worth to note that the optimum interleaver may change per transmission
block. In order to design the codebook, we consider a number of different chip patterns by
using random interleavers, block interleavers [6] and a proposed FSP. The symbol-based
and block-based MMSE receivers for the proposed scheme are investigated. The proposed
scheme shows substantial performance gains, has much lower requirements for feedback
bits than most channel-based feedback schemes, and also has increased robustness against
channel variations. The simulations show that our proposed algorithm achieves better
performance than the conventional CDMA (C-CDMA) systems and the existing chip-
interleaving, linear precoding and adaptive spreading schemes. The main contributions of
this chapter are: I) Novel limited-feedback techniques combined with chip-interleaving
algorithms are introduced for interference suppression in uplink and downlink DS-CDMA
systems. II) We develop symbol-by-symbol and block linear MMSE receivers for the
proposed scheme. III) We design the selection functions based on the different MMSE
receivers. IV) Several chip-interleaving codebook design methods are proposed.

The chapter is structured as follows. Section 5.2 briefly describes the proposed
switched interleaving DS-CDMA (SIDS-CDMA) scheme and system model. The pro-
posed MMSE receivers are introduced in Section 5.2.2. Section 5.3 presents the selection
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Figure 5.1: Proposed uplink limited feedback-based SIDS-CDMA model and transceiver
structure

functions for both downlink and uplink. Techniques to design chip-interleaver codebooks
are described in Section 5.4. The simulation results are presented in Section 5.5. Section
5.6 draws the conclusions.

5.2 Proposed System Models and MMSE Receivers

In this section, we focus on the description of the proposed system models and linear
MMSE receivers. We first consider an uplink scenario and describe the proposed SIDS-
CDMA system model, where the channel coefficients vary per symbol. Then we explain
how the uplink scenario can be extended to the case of downlink. Subsequently, we
introduce the design of the relevant linear block and symbol-based MMSE receivers.

5.2.1 System Model

The proposed uplink limited feedback-based SIDS-CDMA model and transceiver struc-
ture is presented in Fig. 5.1. All the mobile stations and the base station are equipped
with the same codebook of chip-interleavers. We assume that the channel varies per sym-
bol duration, and the base station predicts the future uplink channel coefficients with one
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block length for each user [139]- [140]. Based on the interleaving index patterns and the
predicted channel information, the selection function at the receiver selects an index from
the codebook, which corresponds to the optimum interleaver, the index is updated per
block. With the aid of a low-rate feedback channel, the base station relays the index to
each mobile station. The signal is transmitted after preprocessing by a chip-interleaver
which is chosen from the codebook available at the transmitter. The received vector is
first processed by a relevant chip-deinterleaver and then handled by linear receivers.

Let us consider the uplink of an uncoded synchronous BPSK DS-CDMA system with
K users, N chips per symbol and M symbols per block. We assume that the proposed
algorithm is employed in the multipath fading channels with Lp propagation paths, the
delays are multiples of the chip duration and the receiver is synchronized with the main
path. The channel vector of the β-th symbol in the i-th block for the k-th user is defined as
h

(β)
k (i) = [h

(β)
0 (i), . . . , h

(β)
Lp−1(i)]

T , where β = 1 . . . M , and (.)T denotes transpose. The
MN -dimensional received vector of the i-th block is given by

rl(i) =
K∑

k=1

AkP
−1
l H̆k(i)PlSkbk(i) + n(i), (5.1)

where bk(i) = [b
(k)
1 (i), b

(k)
2 (i), . . . , b

(k)
M (i)]

T
, denotes the i-th block of symbols for user

k, b
(k)
m (i) ∈ {±1}, m = 1 . . .M . The quantity Ak is the amplitude associated with

user k. Pl and P−1
l denote the l-th MN ×MN interleaving and relevant deinterleaving

matrices, respectively, which are designed by the interleaving patterns of the codebook,
where l = 1 . . . 2B, B is the number of feedback bits, the number 2B denotes the length
of the interleaving codebook. The function of this interleaving matrix is to permute the
orders of these chips per block. The quantity Sk = sk ⊗ IM is the MN ×M spreading
code matrix, where we define sk = [ak,1, . . . , ak,N ]T as the N × 1 signature sequence
vector for user k, which is repeated from symbol to symbol, and ak,γ ∈ {±1/

√
N},

γ = 1 . . . N . IM represents an M ×M identity matrix. The MN ×MN matrix H̆k(i)

is generated by discarding the last Lp − 1 rows of the matrix Hk(i), which represents the
(MN +Lp−1)×MN Toeplitz channel matrix of the k-th user, with the structure shown
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in (5.2),



h
(1)
0 (i)

... . . . h
(1)
0 (i)

h
(1)
Lp−1(i)

... h
(2)
0 (i)

. . . h
(1)
Lp−1(i)

... . . . h
(2)
0 (i)

h
(2)
Lp−1(i)

... . . .
. . . h

(2)
Lp−1(i)

. . .
. . . h

(M)
0 (i)

. . . ... . . . h
(M)
0 (i)

h
(M)
Lp−1(i)

...
. . . h

(M)
Lp−1(i)




,

(5.2)
whose columns are shifted by one position versions of the M channel vectors h

(β)
k (i) in

the i-th block. The vector n(i) = [n1(i), . . . , nMN(i)]T is the complex Gaussian noise
vector, E[n(i)nH(i)] = σ2IMN , the quantity σ2 denotes the noise variance. (.)H denotes
Hermitian transpose. E[.] stands for ensemble average.

We note that the proposed downlink scheme has the same system model, but the chan-
nel matrice only corresponds to the desired user since the composite signals broadcasted
from the base station to the particular user experience the same propagation conditions.
In this case, the base station broadcasts signals by employing the interleaver entry cor-
responding to the feedback index of the user of interest, and each user is deinterleaved
using the same entry in the codebook. The proposed downlink system provides the best
performance for the user of interest among the codebook entries. Note that the index se-
lected in the downlink is the optimum index for the desired user. In the following section,
the proposed linear MMSE receivers are described.

5.2.2 Proposed MMSE Receivers

In this part, we present the design of the linear receivers of our proposed scheme based
on the MMSE criterion [1], which are symbol-based and block-based receivers.
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MMSE Symbol-based Receiver

The symbol-based MMSE detector is designed as a parameter vector which oper-
ates with a symbol-length received data. Let us recall the proposed system model in
(5.1) with the MN × 1 received vector rl(i). We assume that the vector rl(i) =

[r
′T
l,1(i), r

′T
l,2(i), . . . , r

′T
l,M(i)]T , n(i) = [n̆T

1 (i), n̆T
2 (i), . . . , n̆T

M(i)]T , where r
′
l,j(i) and n̆j(i)

are N × 1 vectors, and define the matrix Θ
(k)
l = P−1

l H̆k(i)Pl, which is partitioned into
N × N submatrices as T

(k,l)
j,m = Θ

(k)
l ((j − 1)N + 1 : jN, (m − 1)N + 1 : mN),

where j = 1 . . . M and m = 1 . . .M , the operation generates a submatrix by taking
row (j − 1)N + 1 to row jN and column (m − 1)N + 1 to mN from the matrix Θ

(k)
l .

Thus, we obtain the j-th received symbol per block of user k

r
′
l,j(i) =

K∑

k=1

M∑
m=1

Aks̄
(k)
l,j,m(i)b(k)

m (i) + n̆j(i), (5.3)

where N × 1 vector s̄
(k)
l,j,m(i) = T

(k,l)
j,m sk. The received symbol vector r

′
l,j(i) consists of

MK different signals corresponding to the different users and symbols per block. Thus,
we can design a group of symbol-based receivers w

(k)
l,j,m(i) according to the MK different

signals, where k = 1 . . . K. Let us consider the MSE cost function of the j-th received
symbol per block for user k of the branch l:

JMSE = E[|Akb
(k)
j (i)−w

(k)H
l,j,m(i)r

′
l,j(i)|2], (5.4)

We minimize the cost function (5.4) with respect to w
(k)∗
l,j,m(i) and set the gradient terms

equal to zero. After further mathematical manipulations [1], we have the symbol-based
MMSE receivers for the j-th received symbol per block of user k

w
(k)
l,j,m(i) = (

K∑

k=1

M∑
m=1

A2
ks̄

(k)
l,j,m(i)s̄

(k)H
l,j,m(i) + σ2IN)−1A2

ks̄
(k)
l,j,m(i), (5.5)

where m = 1 . . . M . Since the desired signal is the j-th symbol within this block, we
should choose m = j as the detector of the received data r

′
l,j(i).

MMSE Block-based Receiver

The block-based MMSE detector is designed as a matrix to deal with a block-length re-
ceived data per time. Generally, let us consider an index l (l = 1 . . . 2B) in the interleaver
codebook, the cost function for the branch l of user k at the i-th block is given by

JMSE = E[||Akbk(i)−WH
k,l(i)rl(i)||2], (5.6)
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where the MN ×M matrix Wk,l(i) is the block-based MMSE detector for user k corre-
sponding to the branch l. By minimizing (5.6) with respect to Wk,l we obtain the MMSE
block-based receiver

Wk,l = (
K∑

k=1

A2
kŜk,l(i)Ŝ

H
k,l(i) + σ2IMN)−1A2

kŜk,l(i), (5.7)

where Ŝk,l(i) = P−1
l H̆k(i)PlSk denotes the effective spreading matrix after deinterleav-

ing process.

5.3 System Optimization and Selection of Interleavers

In this section, the selection functions of the two proposed MMSE receivers for both
downlink and uplink scenarios are introduced. Our proposed selection functions select
the best available indices based on the channel coefficients, interleaving patterns and the
spreading sequences. Then, the computational complexity of the proposed and conven-
tional schemes is discussed.

5.3.1 Uplink

The system performance that we consider for the proposed uplink scheme is the sum re-
ceived SINR. In this case, each user’s uplink channel information is employed to compute
the effective spreading sequence. The function selects the optimum index corresponding
to the maximum sum received SINR over all the users in this codebook in order to feed it
back to the transmitter.

Selection Rule for MMSE Block-based Receivers

The selection function at the base station contains all the information of chip-interleavers
in this codebook, the mobile users’ channels and also the MMSE receivers. The selection
function uses this information to compute the received SINR of each branch for each user,
and selects the optimum index to feed back to the transmitters. The received SINR of the
l-th branch for the k-th user is computed as the ratio between the signals energy of user k
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per block and the energy of interference plus noise in the same block:

SINR(k)
l =

E[Tr(WH
k,l(i)Ŝk,lA

2
kbk(i)b

H
k (i)ŜH

k,lWk,l(i))]

E[Tr(WH
k,l(i)Fl(i)FH

l (i)Wk,l(i))]

=
Tr[WH

k,l(i)R
(l)
s Wk,l(i)]

Tr[WH
k,l(i)R

(l)
I Wk,l(i)]

,

(5.8)

where Tr[.] denotes the matrix trace calculation, the interference plus noise compo-
nent Fl(i) = rl(i) − Ŝk,lbk(i), and MN × MN matrices R

(l)
s = A2

kŜk,lŜ
H
k,l, R

(l)
I =

UI,lU
H
I,l+σ2I, UI,l = [A1Ŝ1,l, . . . , Ak−1Ŝk−1,l, Ak+1Ŝk+1,l, . . . AKŜK,l], and l = 1 . . . 2B,

k = 1 . . . K. The optimum index lopt for the uplink system maximizes the summation of
the SINRs which is given by

lopt = arg max
l=1...2B

{
K∑

k=1

SINR(k)
l }, (5.9)

the final output b̂(f)
k (i) is given by

b̂
(f)
k (i) = sgn(<(WH

k,lopt
(i)rlopt(i))), (5.10)

where b̂
(f)
k (i) is the M × 1 estimation vector for the i-th block symbols of user k.

Selection Rules for Symbol-based Receivers

When the symbol-based receivers are employed, we assume that the M symbol-based
MMSE receivers w

(k)
l,j,j within a block for each user regarding the l-th branch are available

for the selection function. Similarly, The received SINR within the i-th block is given by

SINR(k)
l =

∑M
j=1 w

(k)H
l,j,j (i)R

(l,k,j)
s w

(k)
l,j,j(i)∑M

j=1 w
(k)H
l,j,j (i)R

(l,k,j)
I w

(k)
l,j,j(i)

, (5.11)

where the N × N matrices R
(l,k,j)
s = A2

ks̄
(k)
l,j,j s̄

(k)H
l,j,j , R

(l,k,j)
I = UI,l,k,jU

H
I,l,k,j + σ2I,

UI,l,k,j = [A1s̄
(1)
l,j,1 . . . A1s̄

(1)
l,j,M , . . . , Aks̄

(k)
l,j,1 . . . Aks̄

(k)
l,j,j−1 . . . Aks̄

(k)
l,j,j+1 . . . Aks̄

(k)
l,j,M , . . . , AK s̄

(K)
l,j,1

. . . AK s̄
(K)
l,j,M ] denote the interference component, namely, exclude the component Aks̄

(k)
l,j,j .

The selection function chooses the optimum index lopt corresponding to the maximum
sum received SINR, the expression is equivalent to (5.9). The final output of the j-th
symbol of the i-th block of the k-th user b̂

(f)
k (i) is given by

b̂
(f)
k (i) = sgn(<(w

(k)H
lopt,j,j

(i)r
′
lopt,j(i))). (5.12)
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Table 5.1: Computational complexity
Complexity C-CDMA SIDS-CDMA

Receivers (Block) O((MN)3) O((MN)3)

Receivers (Symbol) O(MN3) O(MN3 + M2KN2)

Additions Multiplications
Θ

(k)
l (Downlink) − 2(MN − 1)(MN)2 2(MN)3

Θ
(k)
l (Uplink) − 2(MN − 1)(MN)2K 2(MN)3K

Ŝk,l (Block) − M2N(N − 1)K (MN)2K

s̄
(k)
l,j,m (Symbol) − M2N(N − 1)K (MN)2K

SINR expression (Block) − O(M3NK) O(M3NK)

SINR expression (Symbol) − O(M2NK) O(M2NK)

5.3.2 Downlink

For the downlink, the received SINR of the user of interest is considered as the selection
function, we make an assumption that the desired user knows the other users’ spreading
sequences, in order to obtain the theoretical received SINR expressions. Note however
that the downlink SINR also can be measured and derived without the knowledge of the
other spreading sequences [141] for practical use. The selection function chooses the
optimum interleaver corresponding to the maximum received SINR of the desired user.
The expressions (5.8) and (5.11) can be employed for the downlink. In this case, the de-
sired user’s downlink channel information is employed to compute the effective spreading
sequences instead of using all the uplink channels. For the desired user, the selection func-
tion contains the information of the interleaving codebook, the desired user’s channel and
the MMSE receiver.

5.3.3 Computational Complexity

In this part, we focus on the computational complexity of the proposed SIDS-CDMA and
conventional CDMA schemes. The complexity of the matrix inversion for the block-based
and symbol-based MMSE receivers are (MN)3 and MN3 respectively for the whole
block [1]. In Table 5.1, we show the complexity of the block-based and symbol-based
receivers for both conventional CDMA and SIDS-CDMA systems, and the complexity
of the quantities for the selection mechanisms of the proposed schemes per interleav-
ing branch. We compute the number of additions and multiplications to compare the
complexity of the equivalent channel matrix Θ

(k)
l , the effective spreading matrix Ŝk,l of

the block-based receiver and the effective spreading vector s̄
(k)
l,j,m of the symbol-based
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receiver, and the received SINR expressions.

5.3.4 Channel Estimation

In this work, we employ the least squares (LS) channel estimation algorithm [142]. In the
LS algorithm, the interested channel estimation must minimize the cost function whose
expression at the time instant i is defined based on a weighted average of error squares as

ξ(i) =
i∑

k=1

λi−k||r(k)−V(k)ĥ(i)||2 (5.13)

where r(k) is the N
′×1 received data vector, and V(k) represents the N

′×Lp observation
matrix: 



v(k) v(k − 1) . . . v(k − Lp + 1)

v(k + 1) v(k) . . . v(k − Lp + 2)

. . . . . . . . . . . .

v(k + N
′ − 1) v(k + N

′ − 2) . . . v(k + N ′ − Lp)




where N
′ is the observation window length, λ is the forgetting factor, ĥ(i) is the channel

estimate in the time instant i, v(i) is the pilot signal.

To minimize the cost function, the gradient of the cost function with regard to channel
matrix estimate can be given by

5ĥ(i)ξ(i) =
i∑

k=1

λi−kVH(k)(r(k)−V(k)ĥ(i)) = 0Lp,1, (5.14)

where 0Lp,1 denotes an Lp × 1 zero vector. By solving (5.14), we may obtain the LS
estimation of channel matrix as

ĥ(i) = (
i∑

k=1

λi−kVH(k)V(k))−1(
i∑

k=1

λi−kVH(k)r(k)). (5.15)

5.4 Design of Codebooks and Low-rate Feedback Chan-
nels

In this section, we introduce techniques to design the codebook based on the interleaving
algorithms. The optimum interleaving is described first, whose high complexity motivates
several suboptimum methods, namely, the random and block interleaving methods, and
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the proposed FSP algorithm. Then, low-rate feedback channels are described, we mention
that our proposed algorithms also can be applied in block fading channels.

5.4.1 Design of Codebooks

The codebook design schemes like the Lloyd and Grassmannian algorithms have been
widely employed in MIMO systems for beamforming and precoding techniques [132]
[136]. However, they are not suitable for the interleaver-oriented limited feedback system,
because the entries of the codebook are based on the permutation orders of one block
chips. In this work, we design a number of interleavers for the codebook by using a
random method and the block interleaving method [6]. We also propose a method based
on selecting the most frequently used patterns for codebook design.

Optimum Interleaving

In order to obtain the optimum interleaving order we have to test (MN)! possibilities,
where ! represents the factorial operator, and the number of entries of the optimum code-
book is equal to (MN)!. For instance, a system with spreading gain N = 16 transmits
a block data with M = 10 symbols and the optimum codebook contains 160! entries,
which is clearly impractical for any system. Therefore, we need to select a subset of en-
tries from the optimum codebook to build a practical suboptimum codebook with good
performance.

Random Interleaving

The general way to interleave the chips is to change the locations of the MN chips within
one block randomly, and deinterleave then at the receiver. We create the codebook by
generating 2B random interleaving patterns. In section 5.2 we have introduced the i-th
block signal transmitted by each user. Here, let us concentrate on the permutation matrix
Pl structure. The matrix is filled with 0s and 1s, which is related to the locations of the
interleaving chips. Assume that the sequence f

(l)
1 , f

(l)
2 , . . . , f

(l)
MN is the l-th interleaving

order in the codebook, which is a random permutation of the sequence 1, 2, . . . , MN .
The l-th permutation matrix is generated as follows. Firstly, the matrix Pl is initialized,
we generate an MN ×MN zero matrix for it. Secondly, for the γ-th row of matrix Pl,
the element in the f

(l)
γ -th location is changed to 1. Thirdly, we move to the (γ + 1)-th
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row and repeat the same approach until the element in the last row is changed, where
γ = 1 . . .MN . The structure of the permutation matrix Pl is given by

Pl = [vT
1,l,v

T
2,l, . . . ,v

T
MN,l]

T , (5.16)

where vγ,l denotes the 1×MN vector, γ = 1 . . .MN ,

vγ,l = [0, . . . , 0︸ ︷︷ ︸
f
(l)
γ −1

, 1, 0, . . . , 0]. (5.17)

For instance, assume MN = 6 and the l-th interleaving order is 5, 2, 4, 3, 6, 1, therefore
the permutation matrix is given by

Pl =




0 0 0 0 1 0

0 1 0 0 0 0

0 0 0 1 0 0

0 0 1 0 0 0

0 0 0 0 0 1

1 0 0 0 0 0




. (5.18)

Block Interleaving

An alternative way to interleave chips is the block interleaving method [6], which is de-
scribed by (5.19),

Λ =




c1 cd+1 c2d+1 · · · c(t−1)d+1

c2 cd+2 c2d+2 · · · c(t−1)d+2

...
...

...
...

...
cd c2d c3d · · · ctd




, (5.19)

assuming that the dimension of the block interleaving matrix Λ is d by t, and td = MN ,
which is the number of chips within one block. A block of chips c1, c2, . . . , ctd comes
into the matrix Λ column-wise, and goes out row-wise. Note that, when d = 1, it
simply reverts to a conventional DS-CDMA system, when the duration d = N , it will
become the algorithm in [6]. The deinterleaving algorithm is the reverse process. It
corresponds to entering the entries row-wise, while it outputs the deinterleaved entries
column-wise. By varying t and d we can obtain different interleaving patterns. In (5.19)
the input chips are taken from the sequence c1c2 . . . ctd, and the interleaved chips are
c1, . . . , c(t−1)d+1, c2, . . . , c(t−1)d+2, . . . , cd, . . . , ctd. In our experiments, for simplicity, we
select the integer factors of MN as the candidates of t and d, and shift the input chips, in
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order to generate different interleaving patterns for the codebook. For the l-th interleaver,
we set t = t(l) and d = d(l), and the permutation matrix Pl is given by

Pl =




u1,l ⊗ It(l)

u2,l ⊗ It(l)

...
ud(l),l ⊗ It(l)




, (5.20)

where It(l) represents a t(l) × t(l) identity matrix, and the 1 × d(l) vector uγ,l is given for
γ = 1 . . . d(l) by

uγ,l = [0, . . . , 0︸ ︷︷ ︸
γ−1

, 1, 0, . . . , 0]. (5.21)

For instance, assume MN = 6, and for the l-th interleaving pattern we set d = 2 and
t = 3, based on (5.19) the l-th interleaving order is given by 1, 3, 5, 2, 4, 6, and vector
u1,l = [1, 0], u2,l = [0, 1], so the permutation matrix is written as

Pl =




1 0 0 0 0 0

0 0 1 0 0 0

0 0 0 0 1 0

0 1 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1




. (5.22)

Frequently Selected Patterns Method (FSP)

The basic principle of the proposed FSP algorithm is to build a codebook which contains
the interleaving patterns for the most likely selected branches. In order to build the code-
book, we need to do thousands of experiments and count the frequency of the indices of
the selected patterns. Finally, we create the codebook based on the statistics and choose
the 2B patterns, which are selected most frequently, as the entries of the codebook. The
algorithm is summarized in Table 5.2, where dSINR denotes the vector of SINR for β pos-
sible patterns, due to the number of all possible patterns (MN)! is dramatically large, so
we generate β interleaving orders randomly, namely choose β patterns from the optimum
codebook, where β should be a large integer and practical for the experiment. Ne denotes
the total number of experiments, Lidx is defined for the storage of the selected patterns
for every experiment and L0 is the codebook for the β interleaving patterns generated by
ordering(β), which provides the list containing all permutations of the β elements. We
highlight that in each run, after we measure the SINR for all patterns, the pattern which
brings the maximum SINR is stored in Lidx at step 9. Finally, the FSP codebook LFSP is
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created by selecting the most frequently selected 2B patterns according to the histogram
of Lidx. Note that the algorithm is described based on downlink channels. An extension
scheme for the uplink is straightforward.

5.4.2 Low-rate Feedback Schemes

For every block prior to payload transmission, there is a preamble transmission for this
block channel prediction [139], [143]. The optimum index is chosen by the selection
function based on the predicted one block channel information, and fed back to the trans-
mitter before payload transmission. Note that the predicted channel information is only
employed by the selection function, more accurate channel information is available for
the MMSE receivers. The feedback rate of the optimum index is once per transmission
block. In particular, when the channel coefficients can be treated as constants over sev-
eral blocks, we can follow the same approach to feed back the index, where the constant
channel is estimated from the preamble at the receiver. The index will be only updated
when the channel changes. Furthermore, error-free transmission of feedback information
is not possible if the feedback channel is noisy. In the next section, we will show the
performance of the novel feedback schemes based on feedback channels with errors, and
the performance of the novel feedback schemes based on both fading varying per symbol
channels and block fading channels.

5.5 Simulation Results

In this section, we evaluate the performance of the novel switched interleaving schemes
and compare them to other existing chip-interleaving, linear precoding and adaptive
spreading algorithms. We adopt a simulation approach and conduct several experiments
in order to verify the effectiveness of the proposed techniques. We carried out simulations
to assess the bit error rate (BER) performance of the interleaving algorithms for different
loads, signal-to-noise ratios (SNR), number of patterns and feedback errors. The users in
the system are assumed to have perfect power control. All channels have a profile with
3 paths whose powers are p0 = 0 dB, p1 = −7 dB and p2 = −10 dB, which are nor-
malized, and the spacing between paths is 1 chip. The sequence of channel coefficients
hl(i) =

√
plαl(i)(l = 0, 1, 2), where αl(i) are zero-mean circularly symmetric complex

Gaussian random variables with unit variance. We transmit 3000 blocks per frame, and a
transmission block contains 10 symbols. The spreading gain N = 16 is used for the sim-
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Table 5.2: Frequently Selected Patterns (FSP) Scheme
1: Initialize the vector dSINR, matrices Lidx and LFSP, generate null vector

and matrices for them.
dSINR ← 0, Lidx ← 0, LFSP ← 0.
Decide the number of experiments Ne and the length of the codebook 2B.

2: Choose an appropriate value for β, and give it to L.
L ← β.

3: Generate β random interleaving patterns, give the list of the interleavers to
the matrix L0.
L0 ← ordering(β).

4: for ne = 1 to Ne do

5: for l = 1 to L do

6: Generate the l-th permutation matrix corresponding to the l-th entry in the
interleaver list L0.
Pl ← L0(l)

7: The SINR of the l-th interleaver entry is computed based on the permutation
matrix Pl, channel matrix Hk, and spreading sequences sk, give it to the l-th
element of the vector dSINR.
dSINR(l) ← SINR[Pl,Hk, sk].

8: end

9: Select the interleaver entry corresponding to the maximum SINR from the
matrix L0 in the ne-th experiment, give it to the ne-th row of the matrix Lidx.
Lidx(ne) ← MAXIndex(dSINR).

10: end

11: Based on the matrix Lidx, a histogram HIST(Lidx) is generated.
The codebook LFSP is created by selecting the most frequently
selected 2B patterns according to HIST(Lidx).
LFSP = SELECT(HIST(Lidx)).
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ulations. Among the different chip-interleaving algorithms and detectors, we consider:

• C-CDMA: the conventional DS-CDMA system with MMSE detector.

• G-CI-block: the general chip-interleaved algorithm of [6] exploiting the MMSE
block based receiver.

• Block-CDMA: the general MMSE block-based receiver without chip-interleaving.

• MUI-free: the MUI-free algorithm proposed by Zhou et al. [7].

• MMSE-symbol: the proposed limited feedback SIDS-CDMA symbol-based MMSE
receiver.

• MMSE-block: the proposed limited feedback SIDS-CDMA block-based MMSE re-
ceiver.

•B-bit: the limited feedback schemes employ B bits, namely 2B is the codebook size.

• precoder: the constrained transmitter precoding algorithm proposed by Vojcic and
Jang. [144]

• Rake: Rake receiver.

• CSI: channel state information.

• individual: the alternating update individual signature optimization algorithm [45].

• collective: the alternating update collective signature optimization algorithm [45].

In the first experiment, we compare the codebooks of the interleavers which are cre-
ated by the three methods, namely the random interleaving, the block interleaving and
the FSP algorithms. In particular, we show BER performance curves versus number of
feedback bits. For the FSP algorithm we set the number of simulation Ne = 10000 and
the number of candidates β = 1000, and one block of symbols is transmitted per simula-
tion. In the experiment which determines the FSP codebook, all the interleavers generated
by the block interleaving method are employed as a part of the 1000 candidates and the
rest are random interleavers. The system employs the random sequences as the spreading
codes. The channel coefficients vary per symbol, which are generated independently. The
perfectly predicted channel information with one block length is provided at the desired
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Figure 5.2: BER performance versus number of feedback bits. N = 16. Downlink system
and independent multipath fading channels. Ne = 10000. β = 1000.

user, and the MMSE block-based receivers are used. The results for a downlink system
in the scenario of multipath fading channels are illustrated in Fig. 5.2, we can see that
the best performance is achieved with the FSP algorithm, followed by the block interleav-
ing method and the random interleaving method. The BER decreases as the number of
feedback bits increases, furthermore, the performance of the low-loaded system changes
faster than the performance of the high-loaded system.

The second experiment, shown in Fig. 5.3, considers the comparison in terms of BER
of the proposed SIDS-CDMA block-based and symbol-based MMSE receivers with the
existing chip-interleaving techniques for uncoded systems in the case of downlink block
fading channels. Here we use orthogonal (Walsh) codes as spreading codes, and the code-
book is designed by the block interleaving approach. The channel coefficients vary every
10 blocks. For the sack of simplicity, the receivers employ perfect CSI in this experiment.
Note that the performance hierarchy does not change with imperfect channel estimates
and the performance degradation shifts the BER curves. The channel fading αl(i) is gen-
erated independently between fading blocks. In particular, we show BER performance
curves versus SNR and total number of users over processing gain (K/N) for the ana-
lyzed receivers. The results in Fig. 5.3 indicate that the best performance is achieved
with the novel SIDS-CDMA MMSE block-based receivers with 3 bits feedback (8 in-
terleaving patterns), followed by the novel SIDS-CDMA MMSE symbol-based receivers
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Figure 5.3: BER performance versus (a) SNR and (b) K/N for the proposed SIDS-CDMA
schemes, existing chip-interleaving algorithms and the conventional CDMA with MMSE
receiver. Downlink block fading channels, Walsh codes and the codebook of block inter-
leavers.

with 3 bits feedback, the MUI-free algorithm proposed by Zhou et al. in [7], the general
chip-interleaving algorithm [6] with block-based MMSE receiver, the C-CDMA MMSE
receiver. Specifically, the proposed block-based MMSE receiver with 3 bits feedback
can save up to almost 4 dB in comparison with the general chip-interleaving algorithm
with block-based MMSE receiver, and can save up to over 2 dB in comparison with the
MUI-free algorithm, at the BER level of 10−3.

In the next scenario, we compare the performance in terms of BER of the proposed
SIDS-CDMA symbol-based receivers with Rake receiver and the CDMA precoders [144]
employing channel quantization techniques for downlink uncoded systems in the case of
block fading channels. The systems also use Walsh codes as the spreading codes, and
the channel model is the same as the one in the second experiment. The bit-wise con-
strained transmitter precoding algorithm proposed by Vojcic and Jang [144] is considered
and combined with channel quantization techniques, which works by mapping a complex
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Figure 5.4: BER performance versus SNR for the proposed SIDS-CDMA schemes and
the conventional DS-CDMA precoders with channel quantization. Downlink block fading
channels. Walsh codes and the codebook of block interleavers.

valued channel vector into one of a finite number of vector realizations. The mapping
is designed to minimize the distance between the input vector and the quantized vec-
tor. The codebook of the channel quantizer is designed by Grassmannian line packing
algorithm [136]. From the curves in Fig. 5.4 we can see the proposed symbol-based
receiver based on estimated CSI approaches to a performance of that with perfect CSI,
which indicates our proposed scheme works well in a more realistic situation, where the
LS channel estimation algorithm is employed at the receiver. The proposed switched in-
terleaving schemes with 3 bits feedback provide the best performance. In particular, the
proposed algorithm with 3 feedback bits based on estimated CSI can save up to 4 dB in
comparison with the constrained precoder with perfect CSI at the transmitter, near the
BER level of 10−3. The channel quantization technique with a relatively small number of
feedback bits can not provide a good performance, due to the large quantization error and
the lack of reliable CSI at the transmitter. Therefore, a significant amount of feedback
bits are needed to get close to the performance of the precoder with perfect CSI [19]. The
proposed scheme shows substantial performance gains with much lower requirements for
feedback bits than the channel-based feedback schemes.
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Figure 5.5: Averaged BER performance versus (a) SNR and (b) K/N for the proposed
SIDS-CDMA schemes, the block-based MMSE receiver and the conventional DS-CDMA
with MMSE receiver. Random spreading sequence and the codebook designed by the FSP
algorithm are employed. Uplink multipath fading channels with fdT = 0.05.

The results in Fig. 5.5 show the averaged BER performance of our proposed up-
link SIDS-CDMA structure with perfect and predicted CSI versus SNR and K/N . We
compare the proposed limited feedback structures with MMSE block-based receivers, the
block-based MMSE receivers without feedback and the C-CDMA system with MMSE
receivers for uncoded uplink multipath fading systems. The channel prediction algorithm
based on autoregressive model is used [139]. Note that the predicted CSI is only used by
the selection function to determine the optimum interleaver for one block, more accurate
CSI is employed by the receivers for symbol recovery. The systems use random sequences
as the spreading codes. The channel coefficients vary per symbol in this experiment, and
the channel coefficients αl(i) are computed according to Jakes’ model [145], the channel
fading rate is fdT = 5 × 10−2. As we increase the number of feedback bits the effect of
choosing a wrong index as the optimum one becomes larger due to the prediction error,
the proposed algorithm using 5 feedback bits with predicted CSI loses 1 dB compared
with that with perfect CSI. Specifically, when 16 processing gain is employed, the SIDS-
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CDMA using 5 bits with predicted CSI can save up to more than 4 dB, near the BER
level of 10−3, or support up to 4 more users, at the BER level of 4× 10−3, in comparison
with the C-CDMA system with MMSE receiver. Moreover, the performance advantages
of the proposed limited feedback SIDS-CDMA techniques are substantially superior to
the other existing approaches.
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Figure 5.6: Averaged BER performance versus SNR for the proposed SIDS-CDMA
schemes and the adaptive spreading schemes.

Fig. 5.6 shows the results of the proposed uplink scheme with the MMSE block based
receiver in comparison with the results of the existing adaptive spreading techniques.
In particular, we use the alternating update signature optimization algorithms proposed
in [45], and combine them with the limited feedback technique. The same uplink chan-
nel scenario is used here, and the Lloyed algorithm [132] is employed to generate the
codebook of the quantized optimized signatures, which is isotropically distributed in N -
dimension hypersphere of unit radius. From Fig. 5.6 we can see that both the individ-
ual and collective optimization algorithms are significantly better than the conventional
CDMA in the case of 6 users, assuming that the optimized signature vectors are available
at the transmitter. However, due to the quantization error the gains lose too much. The
proposed uplink scheme with predicted CSI using 5 feedback bits can save up to 4 dB
compared with the individual signature optimization algorithm using 8 feedback bits and
2 dB compared with the collective signature optimization algorithm using 8 feedback bits,
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at the BER level of 10−3.
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Figure 5.7: BER performance versus the percentage of feedback errors for the proposed
uplink and downlink schemes. The block-based MMSE receivers, random spreading se-
quence and the codebook designed by the FSP algorithm are employed.

The last two results, shown in Fig. 5.7 illustrate the averaged BER performance versus
the percentage of each user’s feedback errors for the uplink and the desired user’s BER
versus the percentage of the desired user’s feedback errors for the downlink. The percent-
age is computed within one frame, and the feedback errors are generated randomly. In
particular, we consider to use SNR = 12dB and 5 users for the uplink and SNR = 10dB
and 8 users for the downlink. The same fading varying per symbol channel model is em-
ployed here, and we consider to use 5 feedback bits. The random spreading sequences are
employed for both the uplink and downlink. As we increase the feedback errors, the per-
formance of the proposed limited feedback schemes decreases, since the interleaver is not
in accordance with the deinterleaver due to the feedback errors. The performance of the
uplink decreases fast after 0.01%, and compared with the C-CDMA, the proposed scheme
with predicted CSI starts to lose around 0.1% and 0.04% for the uplink and downlink, re-
spectively. To ensure the errors are controlled, the coding techniques should be employed
for the feedback channels with errors.
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5.6 Conclusions

In this chapter, we proposed a novel switched interleaving technique with limited feed-
back for DS-CDMA system and discussed two kinds of MMSE receivers with selection
functions. Three codebooks were designed by using the random interleaving, block in-
terleaving and FSP methods for the block-based and symbol-based receivers. The results
showed that the proposed interleaving and detection schemes significantly outperform
existing chip-interleaving algorithms and support systems with higher loads. We remark
that our proposed algorithms also can be extended to take into account coded systems,
MIMO systems, OFDM systems and other types of communications systems.
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6.1 Introduction

Future generations of broadband wireless systems are expected to support a wide range of
services and bit rates by employing a variety of techniques capable of achieving the high-
est possible spectrum efficiency [146]. MC-CDMA, which is a combination of OFDM
and CDMA, has been attracting much attention [15]. The benefits of MC-CDMA include
high spectral efficiency, easy adaptation to severe channel conditions without complex
detection, and robustness against ISI and fading caused by multipath propagation [16].
There are several variations of MC-CDMA, such as MC-DS-CDMA proposed by DaSilva
and Sousa [17] and multitone CDMA proposed by Vandendorpe [18]. These signals
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can be easily transmitted and received using the FFT without increasing the transmit-
ter and receiver complexities, and have the attractive feature of high spectral efficiency
due to minimally densely subcarrier spacing [15]. Giannakis et al. proposed the general-
ized multicarrier (GMC) CDMA system, and afforded an all-digital unifying framework,
which encompasses single-carrier (SC) and several MC-CDMA systems [147].

Moreover, transmitter processing techniques implemented at the BS with multiple an-
tennas have received wide attention [148], [149], since they require a simple receiver at
the MS. This leaves the BS with the task of precoding the signals in view of suppress-
ing the MUI and adapting to the propagation channels. The essential premise of using
transmitter processing techniques is the knowledge of the CSI at the transmitter. In TDD
systems, CSI can be obtained at the BS by exploiting reciprocity between the forward and
reverse links. In FDD systems, reciprocity is usually not available, but the BS can obtain
knowledge of the downlink user channels by allowing the users to send a small number of
feedback bits on the uplink. The limited feedback approach has been widely investigated
in MIMO systems [20, 82, 135, 137, 150–154]. In particular, the works in [151] and [20]
let users quantize some function of downlink CSI and send this information to the BS.
When the channel is quantized, the user signals can not be perfectly orthogonalized due
to inherent quantization error. The works in [82, 152, 153] provide many improvements.
Another limited feedback category for MIMO broadcast channels is a multiuser version
of the opportunistic beamforming approach in [135, 150, 154].

In this chapter, we investigate and propose novel transmit processing techniques based
on a switched interleaving algorithm for both downlink and uplink MC-CDMA multi-
ple antenna systems. We propose transceiver structures with switched interleaving, linear
precoding and detectors for both downlink and uplink. In the novel schemes, a set of
chip-interleavers are constructed and prestored at both the BS and MSs. During the trans-
mission, the optimum interleaver is chosen by the selection function at the BS. For the
downlink, a new hybrid transmit processing technique based on switched interleaving and
chip-wise precoding techniques requiring all users’ feedback quantized CSIs is proposed
to suppress the MUI, and the relevant linear MMSE receiver is designed for symbol recov-
ery at the MS. It is worth to note that the preprocessing application to uplink transmission
is relatively unheeded due to the limitation of MS. We also propose a transmit processing
technique for the uplink of multiple antenna MC-CDMA systems requiring very low rate
of feedback information. For the uplink, instead of sending the quantized CSI, the BS
feeds back the index corresponding to the optimum interleaver to the MSs. The users will
send data by using the interleaver corresponding to the index sent from the BS in this
particular channel situation. In particular, we will show that the proposed uplink scheme
is very efficient and simple to design. The main contributions of this chapter are: I)
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Figure 6.1: Proposed downlink limited feedback-based multiple antenna MC-CDMA
model and transceiver structure

The precoding technique is combined with the novel switched interleaving scheme in the
downlink. II) For the uplink, a preprocessing technique with low rate feedback informa-
tion is proposed. III) We design the selection functions and the MMSE receivers for both
downlink and uplink. IV) Chip-interleaving codebook design methods are proposed. The
simulations show that the performance of the proposed techniques is significantly better
than prior art.

This chapter is structured as follows. Section 6.2 briefly describes the proposed mul-
tiple antenna switched interleaving based MC-CDMA schemes and system models. The
proposed precoders and MMSE receivers are introduced in Section 6.3. Section 6.4
presents the selection functions for both downlink and uplink. Limited feedback tim-
ing structures and techniques to design codebooks are described in Section 6.5. The
simulation results are presented in Section 6.6. Section 6.7 draws the conclusions.

6.2 Proposed system models

In this section, we will introduce the proposed system models for both downlink and
uplink schemes. The system has control channels and feedback channels that can provide
the required indices. In practice, most standards have such channels [155–157]. For
simplicity, we consider that the BS is equipped with multiple antennas and the MS is
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Figure 6.2: Proposed uplink limited feedback-based multiple antenna MC-CDMA model
and transceiver structure

equipped with a single antenna. Specifically, for the downlink, the chip-wise precoding
technique is combined with the proposed interleaving scheme.

6.2.1 Downlink

The proposed downlink limited feedback based MC-CDMA multi-antenna model is pre-
sented in Fig. 6.1 (left hand side), where the solid line represents the transmission link and
the dashed line represents the limited feedback link, all the MSs and the BS are equipped
with the codebook of quantized CSI and the same codebook of chip-interleavers. Each
user selects an index from the codebook of quantized CSI based on the downlink channel
estimation and relays it to the BS by a limited feedback channel. The feedback quantized
CSIs are employed by the selection function at the BS to calculate and choose the index of
the optimum interleaver from the codebook of interleavers. The downlink data is operated
by the optimum interleaver, the BS broadcasts the index of the optimum interleaver to all
the MSs before data transmission.

The downlink transceiver structure of the proposed scheme is presented in Fig. 6.1
(right hand side), we consider an uncoded synchronous BPSK MC-CDMA system with
K users, N chips per symbol and Nt transmit antennas, where the N ×1 vectors s1 . . . sK

denote the spreading codes. We assume that each block contains M symbols, and bk(i) =

[b
(k)
1 (i), . . . , b

(k)
M (i)]T denotes the i-th block data for user k, b

(k)
m (i) ∈ {±1}, m = 1 . . .M ,

k = 1 . . . K. Here we dropped the index i for notation simplicity. For each user, the
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chip-interleaver permutes one block of chips per time. The permutated chips of user k

before the precoding procedure are given by

x
(l)
k = AkPlSkbk, (6.1)

where the quantity Ak is the amplitude associated with user k. The matrix Pl denotes the
l-th MN×MN interleaving matrix designed by the interleaving patterns of the codebook,
where l = 1 . . . 2B, B is the number of bits to represent the index of the interleaver, the
number 2B is the length of the interleaver codebook. The quantity Sk = sk ⊗ IM is the
MN×M spreading code matrix, IM represents an M×M identity matrix. We define the
K ×MN matrix X(l) = [x

(l)
1 , . . . ,x

(l)
K ]T , which consists of a block of permutated chips

of all the users, Gβ is the Nt ×K precoding matrix of the β-th chip, and we assume

Gβ = [g
(β)
1 , . . . ,g

(β)
K ], (6.2)

where β = 1 . . .MN , and g
(β)
k is the Nt × 1 precoding vector for the k-th user. With the

aid of the MN -point FFT and IFFT and a cyclic prefix, the multipath fading channel can
be divided into MN narrowband channels in frequency domain [158], where we define a
K × Nt matrix Dβ as the equivalent channel matrix of the β-th chip or subcarrier. The
K × 1 received vector cβ,l consisting of the β-th received chips of all the users before the
deinterleaving process denotes

cβ,l = DβGβX
(l)(:, β) + ñβ, (6.3)

where the operation (:, y) is taking the y-th column of a matrix, the K × 1 noise vec-
tor ñβ = [ñ1,β, . . . , ñK,β]T , and the K ×MN matrix Cl = [c1,l, . . . , cMN,l] collects the
received chips regarding all the subcarriers within one block. The received vector corre-
sponding to the m-th symbol after deinterleaving for the desired user k0 is given by

r
(m)
k0,l = Cr

l ((m-1)N+1 : mN), k0) =
K∑

k=1

Aks̃
(m)
k,k0,lb

(k)
m + n̄m, (6.4)

where the matrix Cr
l = P−1

l CT
l , P−1

l denotes the deinterleaving matrix, define the opera-
tion (x : y) as the one that generates a new vector by taking the elements from the x-th to
the y-th entries of a vector, and the operation (x, :) is taking the x-th row of a matrix, the
N × 1 vector s̃

(m)
k,k0,l = s̃k,k0,l((m-1)N+1 : mN) denotes the effective spreading code of the

k-th user corresponding to the k0 user’s channel for the m-th symbol, k0 = 1 . . . K, and
the final MN × 1 effective spreading code of the l-th interleaver

s̃k,k0,l = P−1
l ŝk,k0,l, (6.5)

where ŝk,k0,l denotes the MN × 1 effective spreading code of the k-th user

ŝk,k0,l = [D1(k0, :)g
(1)
k (pk,l)1, . . . ,DMN(k0, :)g

(MN)
k (pk,l)MN]T , (6.6)
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where pk,l = Pls̄k, the operation (x, :) and (.)x are taking the x-th row of a matrix and the
x-th element of a vector, respectively, and the MN × 1 vector s̄k is generated by stacking
M copies of the k-th user’s spreading code vector on top of each other, the vector n̄m is
the N×1 deinterleaved noise vector with E[n̄mn̄H

m] = σ2IN . The design of the chip-wise
precoder Gβ , the receiver of the desired user and the selection function for the proposed
downlink will be introduced in the following section.

6.2.2 Uplink

The proposed uplink scheme and transceiver structure are presented in Fig. 6.2. Similar to
the downlink, the BS with Nr receive antennas and each MS are equipped with the same
codebook of chip-interleavers, based on the estimated uplink CSI of each user, the BS
feeds back an index corresponding to the best available codebook entry to all the MSs,
which select the same chip-interleaver corresponding to the feedback index to transmit
signals. Spatial processing techniques can be employed at the BS receiver to detect users’
symbols [159]. The MN × 1 received vector of the l-th interleaver for the nr-th receive
antenna after deinterleaving is given by

r̄nr,l =
K∑

k=1

P−1
l Λk,nrAkPlSkbk + nnr , (6.7)

where nr = 1 . . . Nr, the quantity nnr is the MN × 1 complex Gaussian noise vector of
the nr-th receive antenna and the matrix Λk,nr denotes an MN ×MN diagonal matrix,
which is the equivalent frequency domain uplink channel matrix between the k-th user
and the nr-th received antenna,

6.3 Design of Precoders and Receivers

In this section, the design of the chip-wise precoding technique and the relevant MMSE
detector are presented for the proposed downlink multi-antenna MC-CDMA system.
Then an MMSE receiver based on a spatial-temporal processing technique for the uplink
is proposed.
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6.3.1 Downlink

In the downlink, the proposed interleaving scheme is combined with the chip-wise pre-
coder in order to separate the chips based on the frequency domain multiple antenna
channel. At the receiver, the relevant MMSE detector is designed to recover the symbols.

Chip-wise Precoder

Numerous criteria have been proposed for designing the downlink preprocessing matrix
[148], [149]. In this work, the preprocessing matrix Gβ is chosen based on the MMSE
criterion. Let us consider the MSE cost function of the β-th received chips of the l-th
interleaver for all the users, β = 1 . . .MN ,

ξMSE = E[||cβ,l −X(l)(:, β)||2]. (6.8)

Minimizing the cost function (6.8) by substituting (6.3) and taking the gradient with re-
spect to G∗

β yields

∇ξG∗
β

= (DH
β DβGβ −DH

β )E[X(l)(:, β)X(l)H(:, β)]. (6.9)

Setting (6.9) to zero, finally, we arrive at a zero forcing solution

Gβ = (DH
β Dβ)−1DH

β . (6.10)

The normalized preprocessing matrix G
′
β has to be used instead of Gβ for the sake of

satisfying the constraint

E[||G′
βX

(l)(:, β)||2] = E[||X(l)(:, β)||2] = U. (6.11)

We allocate the total BS transmitter power to all the users employing the same normalized
coefficient γ for all the users, yielding

G
′
β = γGβ. (6.12)

where γ =
√

U
Tr(GβGH

β )
.

Linear MMSE Receiver

To minimize the MSE cost function

JMSE = E[||Ak0b
(k0)
m −wH

m,k0,lr
(m)
k0.l ||2], (6.13)
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we take the gradient with respect to the filter w∗
m,k0,l which yields

∇Jw∗m,k0,l
= E[r

(m)
k0,lr

(m)H
k0,l ]wm,k0,l − E[r

(m)
k0,lAk0b

(k0)
m ] (6.14)

Setting (6.14) to zero, after further mathematical manipulations, we obtain the desired
user’s MMSE receiver of the l-th interleaver for m-th symbol is given by

wm,k0,l = (
K∑

k=1

s̃
(m)
k,k0,ls̃

(m)H
k,k0,l + σ2IN)−1s̃

(m)
k0,k0,l. (6.15)

The complexity of the downlink chip-wise precoder and the MMSE receiver is O(N3
t )

and O(N3), respectively, due to the matrix inversion.

6.3.2 Uplink

In the case of the proposed uplink scheme, due to the multiple antennas at the BS, we
propose an MMSE receiver based on the spatial-temporal processing techniques. To reuse
the space dimension, we stack the N×1 deinterleaved vectors r̄nr,l((m-1)N+1 : mN) from
all the receive antenna elements on top of each other, thus, we obtain an NrN × 1 vector
regarding the m-th symbol,

r̄s
m,l = [̄r

(m)T
1,l , r̄

(m)T
2,l , . . . r̄

(m)T
Nr,l ]T , (6.16)

where the vector r̄
(m)
nr,l = r̄nr,l((m-1)N+1 : mN). The final MN × 1 effective spreading

code vector of the l-th interleaver for the k-th user regarding the nr-th receive antenna is
given by:

p̃k,nr,l = P−1
l Λk,nrpk,l. (6.17)

If we define the vector p̃
(m)
k,nr,l = p̃k,nr,l((m-1)N+1 : mN), then the stacked received vector

regarding the m-th symbol can be written as

r̄s
m,l =

K∑

k=1

p̃s
m,k,lAkb

(k)
m + n̄s

m, (6.18)

where the NrN × 1 vector p̃s
m,k,l = [p̃

(m)T
k,1,l , . . . , p̃

(m)T
k,Nr,l]

T , and n̄s
m is the NrN stacked

noise vector, E[n̄s
mn̄sH

m ] = σ2INrN . By following the same approach of the previous
subsection we obtain the uplink MMSE receiver expression of the l-th interleaver for the
k0-th user corresponding to the m-th symbol,

w̄m,k0,l = (
K∑

k=1

A2
kp̃

s
m,k,lp̃

sH
m,k,l + σ2INrN)−1A2

k0
p̃s

m,k0,l. (6.19)

The complexity of the uplink MMSE receiver is O((NrN)3).
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6.4 Selection of Parameters and Optimization

In this section, the selection functions of the proposed MMSE receivers and the precoder
for both downlink and uplink scenarios are introduced. Our proposed selection functions
select the best available indices based on the channel coefficients, interleaving patterns
and the spreading sequences.

6.4.1 Downlink

Using the different interleaving patterns, we generate 2B groups of effective spreading
sequences with different cross-correlation, which cause different levels of MUI. The BS
transmitter is equipped with the selection function. With the aid of the feedback quantized
CSIs of all the users, the optimum interleaver index is chosen corresponding to the max-
imum sum received SINR over all the users in this codebook. The received SINR of the
l-th branch for the k0-th user is given in (6.20), which is computed as the ratio between
the signals energy of user k0 per block and the energy of interference plus noise in the
same block,

SINR(k0)
l =

∑M
m=1 E[wH

m,k0,lA
2
k0

s̃
(m)
k0,k0,lb

(k0)
m b

∗(k0)
m s̃

(m)H
k0,k0,lwm,k0,l]∑M

m=1 E[wH
m,k0,lFl,k0F

H
l,k0

wm,k0,l]

=

∑M
m=1[w

H
m,k0,lR

(l)
s,k0

wm,k0,l]∑M
m=1[w

H
m,k0,lR

(l)
I,k0

wm,k0,l]
,

(6.20)

where the interference plus noise component Fl,k0 = r
(m)
k0,l − Ak0 s̃

(m)
k0,k0,lb

(k0)
m , and

the matrix R
(l)
s,k0

= A2
k0

s̃
(m)
k0,k0,ls̃

(m)H
k0,k0,l, R

(l)
I,k0

= U
(l)
I,k0

U
(l)H
I,k0

+ σ2I, and U
(l)
I,k0

=

[A1s̃
(m)
1,k0,l, . . . , Ak0−1s̃

(m)
k0−1,k0,l, Ak0+1s̃

(m)
k0+1,k0,l, . . . , AK s̃

(m)
K,k0,l], for l = 1 . . . 2B, k0 =

1 . . . K. The optimum index lopt for the downlink system maximizes the sum received
SINR, as given by

lopt = arg max
l=1...2B

{
K∑

k0=1

SINR(k0)
l }. (6.21)

The final output is given by

b̂
(f)
k0

= sgn(<(wH
m,k0,lopt

r
(m)
k0,lopt

)), (6.22)

where b̂
(f)
k0

is the m-th estimation symbol within a block for the k0-th user.

The MMSE receiver wm,k0,l in (6.20) can be replaced by the effective spreading se-
quence s̃

(m)
k0,k0,l to reduce the complexity of the selection function, thus (6.20) turns to
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(6.23),

SINR(k0)
l =

∑M
m=1 [̃s

(m)H
k0,k0,lR

(l)
s,k0

s̃
(m)
k0,k0,l]∑M

m=1 [̃s
(m)H
k0,k0,lR

(l)
I,k0

s̃
(m)
k0,k0,l]

=

∑M
m=1 A2

k0
||̃s(m)

k0,k0,l||4∑M
m=1

∑
k 6=k0

A2
k|ρ(m)

k,k0,l|2 + σ2
∑M

m=1 ||̃s(m)
k0,k0,l||2

,

(6.23)

where the cross-correlation of the m-th symbol is denoted by ρ
(m)
k,k0,l = s

(m)H
k,k0,l s

(m)
k0,k0,l. We

know that the MN×1 effective spreading sequences of the l-th interleaver within a block
is s̃k,k0,l = [̃s

(1)T
k,k0,l, . . . , s̃

(M)T
k,k0,l ]

T , where k = 1 . . . K, and it is not hard to see that (6.23)
can be written as

SINR(k0)
l =

A2
k0
||̃sk0,k0,l||4∑

k 6=k0
A2

ks̃
H
k0,k0,ls̃k,k0,l + σ2||̃sk0,k0,l||2 , (6.24)

where the value of ||̃sk0,k0,l||2 is the same for all the interleavers, thus, in order to im-
prove the received SINR of the k0-th user, we try to reduce the value of the quantity∑

k 6=k0
A2

ks̃
H
k0,k0,ls̃k,k0,l, which corresponds to the cross-correlation building on the l-th in-

terleaver within one block.

6.4.2 Uplink

For the uplink, the selection function is also equipped at the BS, which contains all the
information of chip-interleavers in this codebook, the estimated MSs’ uplink channels and
also the MMSE receivers. Similar to the downlink case, the received SINR expression for
the l-th interleaving pattern of the k-th user has the same form as (6.20), where the vectors
wm,k0,l and s̃

(m)
k,k0,l are replaced by the uplink NtN × 1 MMSE receiver and the stacked

effective spreading code p̃s
m,k,l. The expression of the uplink optimum index is equivalent

to (6.21), and the final output for the k0-th user of the m-th symbol is given by,

b̂
(f)
k0

= sgn(<(w̄H
m,k0,lopt

r̄s
m,lopt

)). (6.25)

6.5 Design of Low-rate Feedback Frame Structures and
Codebooks

In this section, the frame structures of the proposed downlink and uplink low-rate feed-
back schemes are introduced. Note that three methods for the interleaving codebook
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design have been introduced in section 5.4, we employ the same algorithms to obtain the
codebook of interleavers in this chapter. Moreover, we concentrate on the algorithm to
design the codebook of quantized CSI.

6.5.1 Low-rate Feedback Frame Structures

For both uplink and downlink schemes, preamble transmission and limited feedback are
prior to payload transmission within each fading block, the CSI is estimated from the
preamble at the receiver. Fig. 6.3 shows the frame structure of the proposed downlink
feedback scheme. Each MS quantizes its own CSI and feeds back the index of the quan-
tized CSI to the BS, which selects the optimum interleaver to preprocess the data. Payload
transmission starts after the limited feedback, the first B bits which are broadcasted are
used to inform each MS the relevant optimum deinterleaver, the rest of the payload is the
preprocessed data. In this work, we assume the deinterleaver index is known accurately
by the MSs. Since we consider the channel is a block fading channel, namely, the channel
coefficients can be treated as constants over one fading block, the feedback rate of the
optimum index is once per fading block.

Feedback

quantized

CSIs

preamble

for CSI

estimation

index for the

optimum

interleaver

Data

index for the

optimum

interleaver

preamble

for CSI

estimation

Feedback

quantized

CSIs

Data

Fading block 1 Fading block 2 Fading block Z

One interleaving and deinterleaving frame

Figure 6.3: The frame structure of the proposed downlink feedback scheme

The proposed uplink scheme has a similar frame structure as the downlink. However,
the BS feeds back the index of the optimum interleaver to each MS, thus, the uplink pay-
load contains the preprocessed data only. In this chapter, we assume the CSI is estimated
perfectly at the receiver. Furthermore, error-free transmission of feedback information
is not possible if the feedback channel is noisy. In the next section, we will show the
performance of the novel feedback schemes based on feedback channels with errors.
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6.5.2 Design of Codebooks for Channel Direction and Norm Quanti-
zation

In order to use a relatively small number of feedback bits, we focus on the time domain
CSI, and quantize the channel direction and channel norm separately. Then, we calculate
the frequency domain CSI based on the time domain CSI. Note that the frequency domain
reduced feedback quantization scheme in [72], [68] can also be employed. In this chapter,
we use two methods to quantize the CSI for the multi-antenna multipath fading channel.
For each user, one way is that we quantize the vector across the transmit antennas for
each channel path, where the number of feedback bits for each user is (δ1 + δ2)Lp. Lp

is the number of channel paths and the other way is that we quantize the vector across
the channel paths for each transmit antenna. In this case, the number of feedback bits per
user is (δ1 + δ2)Nt, where 2δ1 and 2δ2 are the direction codebook vector size and the norm
codebook size, and δ1 and δ2 are the number of feedback bits for the channel direction
part and the channel norm part, respectively. In the following, we introduce the codebook
design based on the former, the method is straightforward for the latter.

The quantization of the channel direction information has been introduced by Narula
et al.’s work in [132] where the Lloyd algorithm was suggested for the design of the beam-
forming vector codebook. [136] and [58] showed that the codebook should be constructed
by minimizing the maximum inner product between any two beamforming vectors in the
codebook. We define the normalized channel vector, namely, the channel direction:

~h =
h

||h|| , (6.26)

where h denotes the Nt × 1 channel vector across the transmit antennas per path, ||h|| is
the channel norm, and ~h is isotropically distributed in Nt-dimension hypersphere of unit
radius. The receiver chooses the best quantized channel direction vector from a common
codebook T = {~hq

1, . . . ,
~hq

2δ1
} in the maximum instantaneous correlation sense:

~hq
opt = arg max

~hq
i∈T

|~hH~hq
i |2, (6.27)

where i = 1 . . . 2δ1 .

An appropriate direction codebook is the one which is designed in order to maximize
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the minimum distance [136].

Topt = max
T ∈CNt×2δ1

min
1≤i<j≤2δ1

d(~hq
i ,

~hq
j), (6.28)

where
d(~hq

i ,
~hq

j) =
√

1− |~hqH
i

~hq
j |2, (6.29)

and CNt×2δ1 denotes the Nt×2δ1 complex matrix space. The Lloyd algorithm is described
in the following:

1. Step1:Initialization phase

• Generate a training sequence consisting of source vectors h with coefficients
which are independently and identically distributed (i.i.d.) with a complex
Gaussian distribution with zero mean and unit variance.

2. Step2: Set t = 1.

3. Step3:nearest neighbor rule

• All input vectors h closer to the codeword ~hq
i,t−1 than any other codeword,

should be assigned to the neighborhood of ~hq
i,t−1 or region Ωi.

• h ∈ Ωi if and only if d(h, ~hq
i,t−1) ≤ d(h, ~hq

j,t−1), ∀i, j = 1 . . . 2δ1 .

4. Step4:centroid condition

• Take the i-th region Ωi for example, whose local correlation matrix Σi :=

E
[
hhH |h ∈ Ωi

]

According to the centroid condition, the optimal vector ~hq
i,t should maximize

ωH
i Σiωi subject to the unit norm constraint.

~hq
i,t = arg max

ωH
i ωi=1

ωH
i Σiωi = ui, (6.30)

where ui is the eigenvector corresponding to the largest eigenvalue of Σi.

5. loop back to Step3 until convergence

To avoid the sum rate degradation we propose to use different direction codebooks for
each user, and each user rotates the common codebook by a random unitary matrix in or-
der to generate its own codebook [20]. Concerning the channel norm (scalar information),
the algorithm is much simpler and we use a nonuniform scalar quantizer.
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6.5.3 Codebook of Interleavers

We propose another method for the interleaving codebook design. The basic principle
is to build a codebook which contains the interleaving patterns with the maximum sum
SINR (MASS). In order to implement the method, we need to conduct an extensive set of
experiments and compute the sum SINRs for the indices of the random candidate patterns.
The codebook is generated based on the statistics by choosing 2B patterns with maximum
average sum SINR, as the entries of the codebook. We define an Ni×Ne matrix VSINR as
the storage of the sum SINRs for Ni possible interleavers over Ne testing channels, where
Ni should be a large integer and practical for the experiment, Ne as the total number of
experiments, and V0 as the list containing all Ni interleaving patterns. The algorithm is
summarized in the following.

1. Step1: Initialization phase

• Initialize Ne and 2B, and choose an appropriate value for Ni. Set the vector
vidx, and matrices VSINR and VMASS to null.

• Generate Ni random interleaving patterns, give the list of the interleavers to
the matrix V0.

2. Step2: Set ne = 1

3. Step3: Set l = 1

4. Step4: Sum SINR calculation

• Generate the l-th permutation matrix corresponding to the l-th entry in the
interleaver list V0.

• The sum SINR of the l-th interleaver entry is computed based on the permuta-
tion matrix Pl, the ne-th testing channel matrix, and spreading sequences sk,
give it to the l-th element of the column vector VSINR(:, ne).

5. Step5: l ← l + 1, loop back to Step4 until l > Ni

6. Step6: ne ← ne + 1, loop back to Step3 until ne > Ne

7. Step7: Compute the average sum SINR

• Based on the matrix VSINR, by averaging the sum SINRs over the Ne testing
channels, an Ni × 1 vector vidx is generated.

8. Step8: Generate codebook
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• The final codebook VMASS is generated by selecting 2B patterns from V0 with
maximum average sum SINR according to vidx.

6.6 Simulation Results

In this section, we evaluate the performance of the proposed linear processing schemes
with switched interleaving and compare them to other existing ones. We adopt a sim-
ulation approach and conduct several experiments in order to verify the effectiveness
of the proposed techniques. We carried out simulations to assess average bit error rate
(BER) performance of the interleaving algorithms for different loads, signal-to-noise ra-
tios (SNR), number of antennas and number of interleaving patterns. In this work, our
simulation results are based on an uncoded system with perfect channel information at
the receiver. The length of the data block is set to M = 8 symbols, and 128 subcarriers
are used for each block, the random spreading code with a spreading gain N = 16 is gen-
erated for the simulations, and the length of the CP is enough to eliminate interblock inter-
ference. All channels have a profile with 3 taps whose powers are p0 = 0 dB, p1 = −7 dB
and p2 = −10 dB, which are normalized, and the spacing between paths is 1/(MN) sym-
bol duration. The sequence of channel coefficients hl(i) =

√
plαl(i)(l = 0, 1, 2), where

αl(i) are zero-mean circularly symmetric complex Gaussian random variables with unit
variance. We have studied the proposed schemes with other channel profiles, however, we
have opted for this in order to make the results easily reproducible. Among the different
schemes and quantization algorithms, we consider:

• C-MC-CDMA: the conventional MC-CDMA system with the MMSE detector.

• P-MC-CDMA-prec-SI: the proposed preprocessing MC-CDMA system with
switched interleaving and chip-wise precoding schemes for the downlink.

• P-MC-CDMA-SI: the proposed preprocessing MC-CDMA system with switched
interleaving scheme for the uplink.

• MC-CDMA-prec: the conventional MC-CDMA system employing the chip-wise
precoding scheme for the downlink.

• perfect CSI: perfect channel state information at the transmitter.

• quan-ant: vector quantization for the CSI across the channel paths per transmit an-
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tenna.

• quan-tap: vector quantization for the CSI across the transmit antennas per channel
path.

• B-bit: the proposed system employs B bits for the switched interleaving scheme.
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P−MC−CDMA−prec−SI (1−bit)
P−MC−CDMA−prec−SI (2−bit)
P−MC−CDMA−prec−SI (3−bit)
P−MC−CDMA−prec−SI (4−bit)
P−MC−CDMA−prec−SI (5−bit)
C−MC−CDMA
C−MC−CDMA with interleaving

without precoder

with precoder

Figure 6.4: Average BER performance versus number of transmit antennas for the pro-
posed downlink schemes with precoders and the conventional MC-CDMA schemes with-
out precoders.

Fig. 6.4 shows the average BER performance of the proposed downlink switched in-
terleaving schemes combined with precoders and the conventional MC-CDMA schemes
without precoders. In this experiment, we consider the scenario with a SNR of 10dB, 7

users, and the knowledge of the CSI is given for the precoders at the transmitter, the in-
terleaving codebook is designed by using the random interleaving method. The schemes
with precoders are much better than the conventional MC-CDMA MMSE receivers. As
we increase the number of transmit antennas, the average BER decreases and the gap
between them becomes larger. Furthermore, the precoders with the proposed switched
interleaving scheme outperform the precoder without switched interleaving, the perfor-
mance improves as the number of the interleaving patterns increases.

Yunlong Cai, Ph.D. Thesis, Department of Electronics, University of York 2009



CHAPTER 6. TRANSMIT PROCESSING TECHNIQUES FOR MULTI-ANTENNA MC-CDMA
SYSTEMS 117

0 2 4 6 8 10 12 14 16 18 20
10

−4

10
−3

10
−2

10
−1

10
0

N=16, K=7, 3 transmit antennas

SNR

A
ve

−
B

E
R

 

 

MC−CDMA−prec(quan−ant)
P−MC−CDMA−prec−SI(3−bit quan−ant)
P−MC−CDMA−prec−SI(5−bit quan−ant)
MC−CDMA−prec(quan−tap)
P−MC−CDMA−prec−SI(3−bit quan−tap)
P−MC−CDMA−prec−SI(5−bit quan−tap)
C−MC−CDMA
C−MC−CDMA with interleaving
MC−CDMA−prec(perfect CSI)

Figure 6.5: Average BER performance versus SNR for the proposed downlink algorithms
with different CSI quantization schemes and the conventional MC-CDMA systems.

The second experiment, shown in Fig. 6.5 and Fig. 6.6, considers the comparison
in terms of average BER of the CSI quantization scheme across the channel paths for
each transmit antenna and that across the transmit antennas for each channel path with
the proposed downlink schemes. The interleaving codebook is designed by using the ran-
dom interleaving method. We use δ1 = 10 bits to feed back the channel direction and
δ2 = 6 bits to feed back the channel norm. The Lloyd algorithm is used by these two CSI
quantization methods. Note that when we quantize the vector across the channel paths, a
different codebook which is subject to the constraint of the normalized channel profile is
designed. In particular, we show the average BER performance curves versus SNR and
number of users (K) for the analyzed schemes. The results in Fig. 6.5 indicate that due to
the large quantization error, the performance of the general precoding technique decreases
significantly. The quantization scheme across the transmit antennas per tap is slightly bet-
ter than the one across the taps per transmit antenna. In this case of 3 transmit antennas,
the two quantization schemes both require 48 feedback bits for each user. The proposed
downlink schemes outperform the general precoding algorithm without switched inter-
leaving and the conventional MC-CDMA MMSE receiver with interleaving and without
interleaving. Specifically, the proposed downlink transmission scheme with 5 bits can
save up to 5dB in comparison with the general precoding algorithm without switched in-
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terleaving, and can save up to over 3dB in comparison with the conventional MC-CDMA
MMSE receiver with interleaving, at the average BER level of 10−2. Fig 6.6 indicates
that the proposed scheme with 5 bits can support up to 4 more users at the average BER
level of 10−2, in comparison with the conventional MC-CDMA MMSE receiver. As we
increase the number of interleaving patterns, it achieves the performance of the general
precoder with perfect CSI.
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Figure 6.6: Average BER performance versus number of users for the proposed downlink
algorithms with different CSI quantization schemes and the conventional MC-CDMA
systems.

In the next experiment, we compare the codebooks of the interleavers which are cre-
ated by the three methods outlined in section V, namely the random interleaving, the block
interleaving and the MASS algorithms. In particular, we show the average BER perfor-
mance curves versus number of feedback bits for the uplink scenario. In this case, we
consider K = 5, SNR = 8dB and 2 receive antennas at the BS. Note that the code-
books are designed offline. For the MASS algorithm we set the number of simulations
Ne = 1000 and the number of candidates β = 100 and 1000, and one block of symbols
is transmitted per simulation. The results for an uplink system with N = 16 in the sce-
nario of multipath fading channels are illustrated in Fig. 6.7. We can see that the best
performance is achieved with the MASS algorithm, followed by the random interleaving
method and the block interleaving method. In particular, as we increase the number of
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Figure 6.7: Average BER performance versus number of feedback bits for different inter-
leaving codebook.

candidates, the performance is improved for the MASS algorithm.

Now, let us consider the experiments of our proposed uplink preprocessing structure
equipped with different number of feedback bits configurations. We compare the perfor-
mance in terms of average BER of the proposed limited feedback structures with MMSE
receivers, namely 1-bit, 2-bit, 3-bit, 4-bit and 5-bit feedback, respectively, and the con-
ventional MC-CDMA system with MMSE receiver. In particular, we show the average
BER performance curves versus the SNR and the number of users (K) for the analyzed
schemes. In this simulation, the interleaving codebook is designed by the MASS algo-
rithm. At the receiver, the BS is equipped with 2 antennas. The results depicted in Fig.
6.8 and Fig. 6.9, which are based on K = 12 and SNR = 10dB, respectively, indicate
that the best performance is achieved with the novel switched interleaving preprocessing
scheme with 5 feedback bits, and we can see the higher number of feedback bits we use
the better the performance. Specifically, the proposed scheme with 5 bits can save up to
3dB, and support up to 8 more users, near the average BER level of 10−3, in comparison
with the conventional MC-CDMA MMSE receiver.

Finally, Fig. 6.10 illustrates the average BER performance versus the percentage of
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Figure 6.8: Average BER performance versus SNR for the proposed uplink switched
interleaving preprocessing schemes and the conventional MC-CDMA MMSE receiver.

each user’s feedback errors for both uplink and downlink scenarios. Here, we use 5 bits
for the proposed switched interleaving schemes. The interleaving codebooks are based
on the random interleaving method. In particular, the downlink scheme quantizes the
CSI across the transmit antennas per channel path. We use a structure based on a frame
format where the indices are converted to 0s and 1s. This frame of 1s and 0s with the
feedback information is transmitted over a binary symmetric channel with probability of
error Pe associated. The burst errors scenario in the limited feedback channel can be eas-
ily transferred to the case of binary symmetric channel by employing a conventional bit
interleaver. As we increase the feedback errors for each user, the performance of the pro-
posed limited feedback schemes decreases. In the case of the downlink, the performance
decreases fast after 1%, and compared with the conventional MC-CDMA it starts to lose
at 20%. The performance of the uplink decays faster than the one of the downlink, be-
cause the interleaver is not in accordance with the deinterleaver due to the feedback errors
for the uplink scenario, which creates a significant detection error for a fading block. To
ensure the errors are controlled, channel coding techniques should be employed for the
feedback channels with errors.
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Figure 6.9: Average BER performance versus number of users for the proposed uplink
switched interleaving preprocessing schemes and the conventional MC-CDMA MMSE
receiver.

6.7 Conclusions

In this chapter, we proposed linear preprocessing schemes based on switched interleav-
ing techniques with limited feedback for both downlink and uplink MC-CDMA systems.
The chip-wise linear precoder and the relevant MMSE receivers were introduced, and the
selection functions were also proposed to choose the optimum interleaver from the code-
book. The CSI quantization scheme based on the Lloyd algorithm and three methods for
interleaving codebook design were described. The results show that the proposed inter-
leaving and detection schemes significantly outperform existing algorithms and support
systems with higher loads.
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Figure 6.10: Average BER performance versus the percentage of each user’s feedback
errors for the proposed downlink and uplink schemes.
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Multistage MIMO Receivers Based on
Multi-Branch Interference Cancellation
for MIMO-CDMA Systems
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7.1 Introduction

Recently, wireless communication research has focused on MIMO systems in order to ex-
ploit the enormous capacity and improve quality and reliability [159]. In MIMO systems,
two configurations can be employed, namely transmit diversity and spatial multiplexing,
which exploit spatial diversity to combat fading and increase the data rates by transmitting
independent data streams, respectively. In particular, spatial multiplexing can be used to
transmit multiple data streams that can be separated using signal processing techniques at
the receiver. CDMA has been considered in conjunction with MIMO techniques, which is
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widely believed to play an important role in future communication systems. These detec-
tors [10–12] have limitations with respect to MUI mitigation and there is relatively little
work on MIMO-CDMA receivers with more sophisticated interference cancellation.

In this chapter, we focus on a uplink MIMO-CDMA system affected by multipath fad-
ing channels, and propose a novel interference cancellation scheme based on multi-branch
processing. Due to a large number of transmit antennas, we face the high complexity of
detectors for MIMO-CDMA systems, making it impractical to employ highly complex
detectors such as the sphere decoder [160], [161] for the ML detector. We propose a
novel multistage receiver based on the MB-SIC. Firstly, the receiver employs the ordered
SIC algorithm to detect all the antenna data streams, and the estimated symbols enter a
grouping detection scheme, which subtracts the MUI from the received data and retains
the antenna data streams corresponding to the desired user. At last, the proposed MB-SIC
detector deals with the refined estimated vector by using a group of SICs based on differ-
ent cancellation orders, and yields different candidates. According to a selection rule we
can then select the best estimate for the final output. The simulations show that our pro-
posed algorithm achieves significantly better performance than the conventional spatial
multiplexing techniques and approaches the single user bound.

This chapter is structured as follows. Section 7.2 briefly describes the uplink MIMO-
CDMA system with multipath channels. The conventional MMSE, the PIC and the SIC
receivers are introduced in Section 7.3, the proposed receiver and selection rules are de-
scribed in Section 7.4. The simulation results are presented in Section 7.5. Section 7.6
draws the conclusions.

7.2 System Model

In this section we describe a multipath channel model for the multiuser MIMO-CDMA
system. The uplink synchronous system model with K users is depicted in Fig. 7.1.
Multiple antennas are employed for each user, and the kth user’s bit stream is split into tk

transmit antenna data streams, where tk is the number of antenna elements for the user k,
k = 1 · · ·K. The receiver is equipped with multiple antennas.

Assume that the uplink is an uncoded BPSK system, and the transmit signal has unit
power, the tk × 1 vector bk = [b1,k, . . . , btk,k]

T , k = 1, . . . , K, where bi,k denotes the
transmit symbol of the kth user at the ith antenna, where i = 1, . . . , tk. It has zero
mean and energy Eb = E[|bi,k|2], where the total number of transmit antennas is de-
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Figure 7.1: MIMO-CDMA uplink model

noted as T ,
∑K

k=1 tk. The receiver employs r antennas. To allow multiple access,
DS-CDMA is used, and all transmit antennas are assigned different spreading sequences
of length N . The spreading sequence of the kth user and the ith antenna is a N × 1 vector
si,k = [si1,k, . . . , siN ,k]

T . Then, if the kth user transmits the symbol bi,k from antenna
i = 1, . . . , tk, the transmitted signal is bi,ksi,k. We note that other types of CDMA sys-
tems such as MC-CDMA and MC-DS-CDMA are possible with small modifications of
the model presented here.

We assume that the link from each transmit antenna to each receive antenna has
multipath with Lp taps, and the communication channel between the ith transmit an-
tenna of the kth user and the jth receive antenna for the uth symbol is described by the
Lp × 1 channel vector v

(k)
j,i (u) = [v

(k)
j,i,0(u), . . . , v

(k)
j,i,Lp−1(u)]T with vj,k,l(u) = vj,k,l(uTc)

for l = 0, . . . , Lp − 1, which corresponds to the M × 1 effective spreading code
s̄
(k)
j,i = C

(k)
i v

(k)
j,i , where M = N + Lp − 1 and the M × Lp convolution matrix C

(k)
i

contains one-chip shifted versions of si,k. We assume that the channel order is not greater
than N , i.e. Lp−1 ≤ N and the spacing is one-chip. We will drop the index u for notation
simplicity in what follows.

The received vector of the jth antenna over one symbol interval is

rj =
K∑

k=1

tk∑
i=1

s̄
(k)
j,i bi,k + ηj + nj (7.1)

where rj is an M × 1 received vector corresponding to antenna j, j = 1, . . . , r, and ηj

is the M × 1 vector of ISI caused by the delay of neighbouring symbols, nj is an M × 1
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noise vector, we stack all the received vectors in an Mr × 1 vector, and find a system
model that is described by the following matrix equation:

r = Hb + η + n. (7.2)

Here r is the Mr×1 received column-vector [rT
1 , . . . , rT

r ]T , where b = [bT
1 ,bT

2 , . . . ,bT
K ]T

is the T × 1 transmitted vector, and η = [ηT
1 , ηT

2 , . . . , ηT
r ]T is the Mr × 1 vector of ISI.

The receiver is affected by additive Gaussian noise represented by the Mr × 1 vector
n = [nT

1 , . . . ,nT
r ]T , the structure of the Mr × T matrix H is

H = [h
(1)
1 ,h

(1)
2 , . . . ,h

(1)
t1 , . . . ,h

(K)
1 ,h

(K)
2 , . . . ,h

(K)
tK

], (7.3)

where h
(k)
i = [̄s

(k)T
1,i , s̄

(k)T
2,i , . . . , s̄

(k)T
r,i ]T is an Mr × 1 vector corresponding to the compo-

nents of the ith transmit antenna stream of the kth user, i = 1, . . . , tk, k = 1, . . . , K. We
rewrite the matrix H in another way

H = [h̃1, h̃2, . . . , h̃T ], (7.4)

where h̃β is an Mr × 1 vector corresponding to the βth antenna data stream, where
β = 1, . . . , T . In the following, we assume that the channel gains are independent and
identically distributed (i.i.d.) complex Gaussian random variables with zero-mean, and
the spreading sequences are randomly generated with i.i.d. real entries.

7.3 Detectors for MIMO-CDMA Systems

In this section, we introduce a linear MMSE receiver which mitigates the multiuser and
spatial interference jointly. Subsequently, some existing nonlinear detection schemes
based on spatial multiplexing techniques, such as the PIC, and the SIC or V-BLAST
algorithms are reviewed.

7.3.1 Linear MMSE Receiver

Let us briefly describe in this part the design of the linear MMSE receiver for MIMO-
CDMA systems. We consider a MSE cost function for the total transmitted antenna data
streams

JMSE = E[||b−WHr||2] (7.5)

where W is the Mr× T MMSE filter matrix. In order to obtain the matrix, we minimize
the cost function by taking the gradient with respect to the filter W∗ and setting it equal
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to a zero matrix which yields

W = arg min
W

JMSE = (HHH + σ2I)−1H, (7.6)

where I denotes a Mr × Mr identity matrix. The receiver provide a Mr × 1 estimate
vector for all the antenna streams, which is given by

b̂ = sgn(<(WHr)) (7.7)

The receiver is based on the assumption that both the transmitted signal and the noise can
be generated as independent Gaussian variables. The complexity of the MMSE receiver
per transmit antenna data stream is O((Mr)3). We note that the linear MMSE receiver
also can be designed as a Mr × 1 filter vector corresponding to each transmit antenna
stream.

7.3.2 Parallel Interference Cancellation (PIC) Detection Schemes

The PIC algorithm [162] is combined with the linear MMSE detector in our work. Let
us assume the output vector of the linear MMSE receiver is b̂ = sgn(<(WHr)) =

[b̂1, . . . , b̂T ]T . Assume that we want to detect the data of antenna β0, and define the matrix
H̄β0 = [h̃1, h̃2, . . . , h̃β0−1, h̃β0+1, . . . , h̃T ], which excludes the vector h̃β0 from H, where
β0 = 1, . . . , T . The output of the PIC receiver is given by

b̂
(f)
β0

= sgn{<(wH
β0

(r− H̄β0b̄β0))} (7.8)

where the column-vector b̄β0 = [b̂1, . . . , b̂β0−1, b̂β0+1, . . . , b̂T ]T , and the interference part
is H̄β0b̄β0 =

∑
β 6=β0

h̃β b̂β . By following the same approach the MMSE receiver wβ0 for
the antenna stream β0 is given by

wβ0 = (h̃β0h̃
H
β0

+ σ2I)−1h̃β0 . (7.9)

By using the binomial inverse theorem, we have

wβ0 = (I− h̃β0h̃
H
β0

σ2 + h̃H
β0

h̃β0

)
h̃β0

σ2
(7.10)

The PIC receiver achieves better performance than the linear MMSE detector with the
complexity of O((Mr)2) per transmit antenna data stream.

7.3.3 Successive Interference Cancellation (SIC) Detection Schemes

The SIC algorithm is based on the linear MMSE receiver to form the V-BLAST algo-
rithms [10], which are very popular approaches and have been widely employed in MIMO
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Figure 7.2: The SIC structure based on the MMSE receiver

systems [159]. In this algorithm, rather than cancelling all the undesired signals together,
the SIC computes the estimated symbols successively. The structure of the SIC algorithm
based on the MMSE receiver is shown in Fig. 7.2. The algorithm corresponding to the
γth antenna stream is mathematically described as follows. When γ = 1 we have

b̂(f)
γ = sgn(<(wH

γ r)),

wγ = (HHH + σ2I)−1h̃γ.
(7.11)

For the remaining streams γ = 2, . . . , T we obtain

r(γ) = r(γ−1) − h̃γ−1b̂
(f)
γ−1, r(1) = r,

b̂(f)
γ = sgn{<(wH

γ r(γ))},
wγ = (H̃γH̃

H
γ + σ2I)−1h̃γ,

(7.12)

where the value b̂
(f)
γ is the final output corresponding to the antenna stream γ, and we

design the matrix H̃γ = [h̃γ, h̃γ+1, . . . , h̃T ], which excludes the previous detected vec-
tors, h̃1, h̃2, . . . , h̃γ−1, from the matrix H, where the vector h̃γ−1b̂

(f)
γ−1 is the estimated

interference to be cancelled at iteration γ.

The scheme schedules a cancellation order, and the algorithm proceeds accordingly.
Normally, MIMO systems obtain the order by arranging the received signals’ powers
and start to detect from the antenna stream with the strongest power. In the MIMO-
CDMA system, we produce the cancellation order by arranging a group of values, namely,
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{||h̃1||, ||h̃2||, . . . , ||h̃T ||}, which corresponds to the columns of the matrix H. The com-
plexity of the SIC detector based on MMSE receivers is O((Mr)3) per transmit antenna
data stream.

7.4 Multistage Multi-Branch SIC Detection

In this section, we describe the proposed multistage receiver with MB-SIC, and then two
selection criteria are introduced.

7.4.1 Proposed MB-SIC Scheme

The structure of the proposed multistage multi-branch SIC (MSMB-SIC) receiver
is depicted in Fig. 7.3 (a). In the first stage, the SIC detector processes the
received vector and produces the first stage estimation vector, which is b̂(1) =

[b̂
(1)
1,1, . . . , b̂

(1)
t1,1, . . . , b̂

(1)
1,K , . . . , b̂

(1)
tK ,K ]T , where the quantity b̂

(1)
i,k corresponds to the symbol

of the kth user at the ith antenna, k = 1, . . . , K, i = 1 . . . tk. Then, the grouping detec-
tion strategy is employed to suppress the MUI by subtracting other users from the received
vector r, and generating the estimated vector r

(1)
k0

for desired user k0:

r
(1)
k0

= r− H̆k0b̆k0 , (7.13)

where k0 = 1 . . . K. Let us recall the way to present the matrix H in (7.3), where we
define

H̆k0 = [h
(1)
1 . . .h

(k0−1)
1 . . .h

(k0−1)
tk0−1

h
(k0+1)
1 . . .h

(k0+1)
tk0+1

. . .h
(K)
tK

], (7.14)

which excludes the vectors corresponding to the antenna streams of the k0th user, and
b̆k0 = [b̂

(1)
1,1 . . . b̂

(1)
tk0−1,k0−1, b̂

(1)
1,k0+1 . . . b̂

(1)
tK ,K ]T , H̆k0b̆k0 =

∑
k 6=k0

(
∑tk

i=1 b̂
(1)
i,k ) is the MUI.

For the sake of simplicity, we assume that the first user is the desired user and we can drop
the index k0. For the last stage, we focus on the spatial interference cancellation using our
proposed MB-SIC shown in Fig. 7.3 (b). Rather than only considering one cancellation
order, we use a group of SICs with different cancellation orders and produce a group of
different detection vectors b̂

′
µ, where µ = 1, . . . , B and B is the number of cancellation

orders. Based on the MMSE and ML selection rules we can obtain the final output vectors
with best performance, where the final decision vector b̂(f) = [b̂

(f)
1,1 , . . . , b̂

(f)
t1,1]

T for the
desired user.

The µth branch of the MB-SIC algorithm corresponding to the ϕth antenna of the
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desired user is described as follows. For the first stream ϕ = 1 we have

zϕ,µ = wH
ϕ,µr

(1),

b̂(2)
ϕ,µ = sgn(<(zϕ,µ)),

wϕ,µ = (H́µH́
H
µ + σ2I)−1h́ϕ,µ.

(7.15)

For the remaining streams ϕ = 2, . . . , t1, we obtain

r(ϕ)
µ = r(ϕ−1)

µ − h́ϕ−1,µb̂
(2)
ϕ−1,µ, r(1)

µ = r(1),

zϕ,µ = wH
ϕ,µr

(ϕ)
µ ,

b̂(2)
ϕ,µ = sgn(<(zϕ,µ)),

wϕ,µ = (H̀ϕ,µH̀
H
ϕ,µ + σ2I)−1h́ϕ,µ,

µ = 1, . . . , B

(7.16)

which produces the hard decision vector b̂
(2)
µ = [b̂

(2)
1,µ, . . . , b̂

(2)
t1,µ]T and the soft deci-

sion vector zµ = [z1,µ, . . . , zt1,µ]T , the matrix H́µ = ĤPµ = [h́1,µ, . . . , h́t1,µ]T , where
Ĥ = [h

(1)
1 , . . . ,h

(1)
t1 ]T . The quantity Pµ is the permutation matrix corresponding to the

cancellation order µ. The matrix H̀ϕ,µ = [h́ϕ,µ, h́ϕ+1,µ, . . . , h́t1,µ]T which removes the
previous detected vectors, h́1,µ, . . . , h́ϕ−1,µ, from H́µ. The µth branch output candidate
for the desired user is given by:

b̂
′
µ = b̂(2)

µ PT
µ (7.17)

z
′
µ = zµP

T
µ (7.18)

where the matrix PT
µ is used to transform the vectors b̂

(2)
µ and zµ to b̂

′
µ and z

′
µ. The

complexity of the proposed receiver is O((Mr)3B) per transmit antenna data stream.

7.4.2 Selection Criteria

The final output vector b̂(f) for each symbol interval is described by

b̂(f) = sgn(<(z
′
µopt

)) (7.19)

where µopt corresponds to the optimum branch. Based on different criteria, such as the
ML and the MMSE, the detector can select the branch with the best performance.

Maximum Likelihood

The cost function for ML criterion, which is equivalent to the minimum Euclidean dis-
tance criterion, and the optimum branch are written as

µopt = arg min
1≤u≤B

ξML (7.20)
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Figure 7.3: (a) The proposed MSMB-SIC receiver and (b) The MB-SIC structure for the
desired user.

where
ξML = ||r(1) − Ĥb̂

′
µ||2 (7.21)

Minimum Mean-Squared Error Criterion

The MMSE criterion can be used to select the branch which minimizes the mean square
error of transmitted symbols. The optimum branch is given by

µopt = arg min
1≤u≤B

ξMMSE (7.22)
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where
ξMMSE = ||b1 − z

′
µ||2 (7.23)

The number of parallel branches B that yield detection candidates is a parameter that
must be chosen by the designer. In this context, the optimal ordering algorithm conducts
an exhaustive search, where the number of candidates is B = t1!. It is indeed practical for
uplink MIMO multiuser systems, since each mobile user is equiped with a small number
of antenna elements with t1 = 2, 3, 4.

7.5 Simulation Results

In this section, we evaluate the performance of the novel MSMB-SIC receiver and com-
pare it to other existing detection algorithms, namely, the linear [12], the SIC [11] and the
PIC [162]. We adopt a simulation approach and conduct several experiments in order to
verify the effectiveness of the proposed techniques. We carried out simulations to assess
the BER performance of the detection algorithms for different SNR and loads. Our sim-
ulation results are based on an uncoded system with perfect channel information at the
receiver. All channels have a profile with 3 paths whose powers are p0 = 0 dB, p1 = −7

dB and p2 = −10 dB, which are normalized, and the spacing is 1 chip. The sequence of
channel coefficients hl(i) =

√
plαl(i)(l = 0, 1, 2), where αl(i) are zero-mean circularly

symmetric complex Gaussian random variables with unit variance. The channel coeffi-
cients are varying per symbol. We equip each user with 4 antennas and the base station
receiver with 4 antennas.

In the first experiment, we study the BER of the proposed receiver and the conventional
detection schemes. Here we use random sequences with N = 16 as spreading codes. The
novel scheme with ML and MMSE selection rules are considered. The results in Fig.
7.4 show BER performance curves versus SNR and indicate that the best performance is
achieved with the novel MSMB-SIC receiver with the MMSE selection criterion, followed
by the novel receiver with the ML criterion, the SIC detection scheme, the PIC detection
scheme, the linear MMSE receiver. Specifically, the proposed MSMB-SIC receiver with
the MMSE selection criterion can save up to almost 1.5 (dB) in comparison with the SIC
algorithm at the BER level of 10−3.

The next scenario, depicted in Fig. 7.5, shows the BER performance curves versus
number of users (K) for the analyzed receivers, where we also use random sequences
with N = 16 as spreading codes. In particular, the novel MSMB-SIC receiver with the
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MMSE criterion can support up to 3 additional users in comparison with the SIC at the
BER level of 10−3. It can substantially increase the system capacity. For a low-loaded
case the proposed receiver gets close to the single user bound and offers a significant
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advantage over the linear detector.

7.6 Conclusion

In this chapter, we proposed multistage MIMO receivers based on multi-branch interfer-
ence cancellation and introduced two selection rules. The results show that the proposed
MSMB-SIC schemes significantly outperform the existing detection algorithms and sup-
port systems with higher loads in MIMO-CDMA systems. We remark that our proposed
algorithms also can be extended to take into account coded systems, MIMO MC-CDMA
systems and other types of communications systems.
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Chapter 8

Conclusions and Future Work
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8.1 Summary of the Work

In this thesis, we have investigated various interference suppression architectures and al-
gorithms, namely, low-complexity adaptive blind variable step-size schemes, novel space-
time decision feedback detectors, preprocessing techniques based on switched interleav-
ing and limited feedback and multistage multibranch interference cancellation techniques
for different CDMA systems, such as DS-CDMA, MC-CDMA, and multiantenna CDMA
systems.

In Chapter 3, we investigated the blind CCM adaptive receivers for DS-CDMA sys-
tems that employ SG algorithms with variable step-size mechanisms and proposed a low-
complexity variable step-size mechanism for blind CCM CDMA receivers. Moreover, the
characteristics of the new mechanism was investigated via derived analytical expressions
using the energy-preserving approach to predict the EMSE for convergence and tracking
analyses. Simulation showed that the new blind algorithm significantly outperforms the
existing variable step-size mechanism for blind CCM receivers.

In Chapter 4, a novel space-time MMSE DF detection scheme for DS-CDMA systems
with multiple receive antennas was proposed, which employs MPF for interference can-
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cellation. To further mitigate the effects of error propagation, the cascaded DF stages are
employed. The multiantenna configurations based on beamforming and diversity tech-
niques were considered. We also presented modified adaptive SG and RLS algorithms
that automatically switch to the best available interference cancellation feedback branch
and jointly estimate the feedforward and feedback filters.

In Chapter 5, a novel switched interleaving scheme based on limited feedback was de-
veloped for both uplink and downlink DS-CDMA systems. The block-based and symbol
by symbol receivers with selection functions were proposed. We designed three meth-
ods to generate interleaving codebooks, which are random interleaving, block interleav-
ing and FSP methods. Based on the simulation results, we can see the performance of
the proposed schemes is significantly better than the conventional CDMA, existing chip-
interleaving, linear precoding, and adaptive spreading schemes.

In Chapter 6, we proposed novel transmit processing techniques based on the switched
interleaving and limited feedback for both downlink and uplink multiple antenna MC-
CDMA systems. For the downlink, a new hybird preprocessing technique based on
switched interleaving and chip-wise precoding was proposed to suppress the MUI. The
selection function at the BS picks the optimum interleaver from the interleaving codebook
based on all users’ quantized CSI. Moreover, a transmit processing technique for the up-
link requiring very low rate of feedback information was also proposed. The simulations
showed that the performance of the proposed techniques is much better than prior art.

In Chapter 7, we proposed a novel MB-SIC detection scheme for MIMO-CDMA sys-
tems, which are equipped with different cancellation orders. Then, the MB-SIC structure
was employed in the multistage interference cancellation scheme. It utilizes a conven-
tional ordered SIC for the first stage, followed by a grouping detection strategy and the
novel MB-SIC scheme. Thus, at the final stage the branches produce a group of estimated
vectors for the desired user, according to a selection rule the MB-SIC selects the refined
estimated vector with the best performance for the desired user’s antenna streams.

8.2 Future Work

Some other systems can take advantage of the contributions of this thesis to improve
the performance. In particular, the novel variable step-size mechanism proposed for DS-
CDMA systems in chapter 3 can also be employed for adaptive beamforming, active noise
cancellation and echo cancellation systems. The proposed DF receivers in chapter 4 can

Yunlong Cai, Ph.D. Thesis, Department of Electronics, University of York 2009



CHAPTER 8. CONCLUSIONS AND FUTURE WORK 137

be used for MIMO systems with spatial multiplexing techniques which are expected to be
exploited for the next generation wireless systems. The ideas of the switched interleaving
techniques in chapter 5 and chapter 6 can be extended to CDMA-based multi-hop ad hoc
and sensor networks with feedback.

Some suggestions on the possible future work based on this thesis are given below:

Firstly, the bit error probability performance analysis for the multistage MB-SIC re-
ceiver proposed in Chapter 7 can be carried out. And the proposed receivers based on
adaptive implementation can be developed. The results in Chapter 7 are based on perfect
CSI, thus, the proposed receiver employing channel estimation algorithms can be tested.
Another possibility is to use the proposed MB-SIC structure for the iterative detection
techniques with Turbo and LDPC codes.

Secondly, it is possible to consider to combine the reduced-rank techniques with trans-
mitter and receiver optimization techniques in MIMO MC-CDMA systems, different
reduced-rank approaches can be tested. Joint optimization of precoder, receiver, and pro-
jection matrix can be investigated.

Thirdly, the switched interleaving algorithms based on limited feedback in Chapter 5
and Chapter 6 can be extended into MIMO-CDMA uplink systems where both BS and
users are equipped with multiple antennas. In this case, the technique in [14] may be
considered to jointly optimize the beamformer and the receiver. In conjunction with the
proposed switched interleaving algorithm, the performance is expected to be improved
with reduced feedback bits.
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