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Abstract. In this work we propose adaptive decision feedback (DF) multiuser
detectors (MUDs) for DS-CDMA systems using recurrent neural networks (RNN).
A DF CDMA receiver structure is presented with dynamically driven RNNs in
the feedforward section and finite impulse response (FIR) linear filters in the
feedback section for performing interference cancellation. A stochastic gradient
(SG) algorithm is developed for estimation of the parameters of the proposed
receiver structure. A comparative analysis of adaptive minimum mean squared
error (MMSE) receivers operating with SG algorithms is carried out for linear
and DF receivers with FIR filters and neural receiver structures with and without
DF. Simulation experiments including fading channels show that the DF neural
MUD outperforms DF MUDs with linear FIR filters, linear receivers and the neu-
ral receiver without interference cancellation.

1 Introduction

In third generation wideband direct-sequence code-division multiple access (DS-CDMA)
systems high data rate users can be accomodated by reducing the processing gain N and
using a low spreading factor [1]. In these situations, the multiacess interference (MAI)
is relatively low (small number of users), but the intersymbol interference (ISI) can
cause significant performance degradation. The deployment of non-linear structures,
such as neural networks and decision feedback (DF), can mitigate more effectively ISI,
caused by the multipath effect of radio signals, and MAI, which arises due to the non-
orthogonality between user signals. Despite the increased complexity over conventional
multiuser receivers with FIR linear filters, the deployment of neural structures is feasible
for situations where the spreading factor is low and the number of high data rate users
is small. In this case, the trade-off between computational complexity and superior per-
formance is quite attractive. Neural networks have recently been used in the design of
DS-CDMA multiuser receivers [2]-[5]. Neural MUDs employing the minimum MMSE
[2]-[5] criterion usually show good performance and have simple adaptive implementa-
tion, at the expense of a higher computational complexity. In the last few years, different
artificial neural networks structures have been used in the design of MUDs: multilayer
perceptrons (MLP) [2], radial-basis functions (RBF) [3], and RNNs [4, 5]. These neu-
ral MUDs employ non-linear functions to create decision boundaries for the detection
of transmitted symbols, whilst conventional MUDs use linear functions to form such



decision regions. In this work, we present an adaptive DF MUD, using dynamically
driven RNNs in the feedforward section and FIR linear filters in the feedback section,
and develop stochastic gradient (SG) algorithms for the proposed DF receiver structure.
Adaptive DF and linear MMSE MUDs are examined with the LMS algorithm and com-
pared to the DF and non-DF neural MUDs operating with SG algorithms. Computer
simulation experiments with fading channels show that the DF neural MUDs outper-
forms linear and DF receivers with the LMS and the conventional single user detector
(SUD), which corresponds to the matched filter.

2 DS-CDMA system model

Let us consider the uplink of a symbol synchronous DS-CDMA system with K users,
N chips per symbol and Lp propagation paths. The baseband signal transmitted by the
k-th active user to the base station is given by:

xk(t) = Ak

∞∑
i=−∞

bk(i)sk(t− iT ) (1)

where bk(i) ∈ {±1} denotes the i-th symbol for user k, the real valued spreading
waveform and the amplitude associated with user k are sk(t) and Ak, respectively.
The spreading waveforms are expressed by sk(t) =

∑N
n=1 ak(i)ϕ(t − nTc), where

ak(i) ∈ {±1/
√
N}, ϕ(t) is the chip waverform, Tc is the chip duration and N = T/Tc

is the processing gain. Assuming that the receiver is synchronised with the main path,
the coherently demodulated composite received signal is

r(t) =
K∑

k=1

Lp−1∑
l=0

hk,l(t)xk(t− τk,l) (2)

where hk,l(t) and τk,l are, respectively, the channel coefficient and the delay associated
with the l-th path and the k-th user. Assuming that τk,l = lTc and that the channel is
constant during each symbol interval, the received signal r(t) after filtering by a chip-
pulse matched filter and sampled at chip rate yields the N dimensional received vector

r(i) =
K∑

k=1

AkHk(i)Ckbk(i) + n(i) (3)

where the Gaussian noise vector is n(i) = [n1(i) . . . nN (i)]T with E[n(k)nT (i)] =
σ2I, where (.)T denotes matrix transpose and E[.] stands for expected value, the k-th
user symbol vector is given by bk(i) = [bk(i) . . . bk(i − Ls + 1)]T , where Ls is the
ISI span. The (Ls ×N)× Ls user k code matrix Ck is described by

Ck =


sk 0 . . . 0

0 sk
. . . 0

...
...

. . .
...

0 . . . . . . sk

 (4)



where sk = [ak(1) . . . ak(N)]T is the signature sequence for the k-th user, and the
N × (Ls ×N) channel matrix Hk(i) for the user k is expressed by

Hk(i) =

hk,0(i) . . . hk,Lp−1(i) . . . 0 0
...

. . . . . . . . . . . .
...

0 0 . . . hk,0(i) . . . hk,Lp−1(i)

 (5)

The MAI comes from the non-orthogonality between the received signature sequences,
whereas the ISI span Ls depends on the length of the channel response, which is related
to the length of the chip sequence. For Lp = 1, Ls = 1 (no ISI), for 1 < Lp ≤ N,Ls =
2, for N < Lp ≤ 2N,Ls = 3.

3 Conventional Decision Feedback MUD

Consider a one shot DF MUD (the receiver observes and detects only one symbol at
each time instant), whose observation vector u(i) is formed from the outputs of a bank
of matched filters , where u(i) = ST r(i) with S = [s1 . . . sK ]. The observation vector
is represented by:

u(i) = [u1 . . . uK ]T (6)

The detected symbols for an one shot DF multiuser receiver using FIR linear filters are
given by :

b̂k(i) = sgn(wT
k (i)u(i)− fTk b̂(i)) (7)

where wk(i) = [w1 . . . wK ]T and fk(i) = [f1 . . . fK ]T are, respectively the feedfor-
ward and feedback weight vectors for user k for the i-th symbol in a system with K
users. The feedforward matrix w(k) is K ×K, the feedback matrix f(k) is K ×K
and is constrained to have zeros along the diagonal to avoid cancelling the desired
symbols. In this work, we employ a full matrix f(k), except for the diagonal, which
corresponds to parallel DF [6]. The MMSE solution for this MUD can be obtained
via an adaptive algorithm, such as the LMS algorithm [7], which uses the error signal
ek(i) = bk(i)−wT

k (i)u(i) + fTk (i)b̂(i), and is described by:

wk(i+ 1) = wk(i) + µwek(i)u(i) (8)

fk(i+ 1) = fk(i)− µfek(i)b̂(i) (9)

where bk(i) is the desired signal for the k-th user taken from a training sequence, u(i)
is the observation vector, b̂(i) = [b̂1(i) . . . b̂K(i)] is the vector with the decisions, µw

and µf are the algorithm step sizes.

4 Proposed DF Neural Receiver

In this section we present a decision feedback CDMA receiver that employs recur-
rent neural networks as its feedforward section and linear FIR filters, similar to the DF
MUD described in the preceeding section, as its feedback section. The decision feed-
back CDMA receiver structure, depicted in Fig. 1, employs dynamically driven RNNs



in the feedforward section for suppressing MAI and ISI and FIR linear filters in the
feedback section for cancelling the associated users in the system. With respect to the
structure, RNNs have one or more feedback connections, where each artificial neuron
is connected to the others. These neural networks are suitable to channel equalisation
and multiuser detection applications, since they are able to cope with channel transfer
functions that exhibit deep spectral nulls, forming optimal decision boundaries [8].

Fig. 1. Proposed DF neural receiver: RNNs are employed in the feedforward section for MAI and
ISI rejection and FIR filters are used in the feedback section for cancelling associated interferers.

To describe the proposed neural DF system we use a state-space approach, where
the K × 1 vector xk(i) corresponds to the K states of the artificial neural network for
user k, the K×1 vector u(i) to the channel K user symbols output observation vector
and the output of the DF neural MUD b̂k(i) is given by:

ξk(i) =
[
xT
k (i− 1) uT (i)

]T
(10)

xk(i) = φ(WT
k (i)ξk(i)) (11)

b̂k(i) = sgn(Dxk(i)− fTk (i)b̂(i)) (12)

where the matrix Wk(i) = [wk,1(i) . . . wk,j . . . wk,K ] has dimension 2K × K
and whose K columns wk,j(i), with j = 1, 2, . . . ,K have dimension K × 1 and
contain the coefficients of the RNN receiver for user k, D =

[
1 0 ... 0

]
is the 1 × K

matrix that defines the number of outputs of the network, φ(.) is the activation function
of the neural network, the feedback matrix f(k) = [f1(i) . . . fK(i)] is K ×K and as
in the conventional MUD case is constrained to have zeros along the diagonal to avoid
cancelling the desired symbols. Note that this type of interference cancellation provides



uniform performance over the user population. In particular, we have only one output
b̂k(i) per observation vector u(i), which corresponds to the one shot approach.

5 Adaptive Algorithms for the neural DF receiver

In order to derive an SG adaptive algorithm that minimizes the mean squared error
(MSE) for the proposed DF receiver structure, we consider the following cost function:

J(Wk(i), fk(i)) = E[e2k(i)] = E[(bk(i)− (Dxk(i)− fTk (i)b̂(i)))2] (13)

where ek(i) = bk(i) − (Dxk(i) − fTk (i)b̂(i)). A stochastic gradient algorithm can be
developed by computing the gradient terms with respect to wk,j , j = 1, 2, . . . ,K, and
fk and using their instantaneous values. Firstly, we consider the first partial derivative of
J(Wk(i), fk(i)) with respect to the parameter vector wk,j(i) with dimension 2K × 1,
which forms the matrix Wk:

∂J(Wk(i), fk(i))

∂wk,j(i)
=

(
∂ek(i)

∂wk,j(i)

)
ek(i) = −D

(
∂xk(i)

∂wk,j(i)

)
ek(i) = −DΛk,j(i)ek(i)

(14)
where the K × 2K matrix Λk,j(i) contains the partial derivatives of the state vector
xk(i) with respect to wk,j(i). To obtain the expressions for the updating of the matrix
Λk,j(i), we consider the update equations for the state vector xk(i) given through (10)
and (11). Using the chain rule of calculus in (11), we obtain the following recursion that
describes the dynamics of the learning process of the neural receiver:

Λk,j(i+ 1) = Φk(i)
(
W1:K

k (i)Λk,j(i) +Uk,j(i)
)
, j = 1, 2, . . . ,K (15)

where the K × K matrix W1:K
k denotes the submatrix of Wk formed by the first K

rows of Wk, the K × K matrix Φk(i) for user k has a diagonal structure where the
elements correspond to the partial derivative of the activation function φ(.) with respect
to the argument in wT

k,j(i)ξk(i) as expressed by:

Φk(i) = diag

(
φ′(wT

k,1(i)ξk(i)), . . . , φ
′(wT

k,j(i)ξk(i)), . . . , φ
′(wT

k,K(i)ξk(i))

)
(16)

and the K × 2K matrix Uk,j(i) has all the rows with zero elements, except for the j-th
row that is equal to the vector ξk(i)):

Uk,j(i) =

 0T

ξk(i)
0T

 , j = 1, 2, . . . ,K (17)

The update equation for the feedforward parameter vector wk,j of the decision feed-
back receiver is obtained via a stochastic gradient optimisation that uses the expres-
sion obtained in (14) to update the parameters using the gradient rule wk,j(i + 1) =



wk,j(i) − µn
∂J(Wk(i),fk(i))

∂wk,j(i)
which yields the recursion for the neural section of the

receiver:
wk,j(i+ 1) = wk,j(i) + µnDΛk,j(i)ek(i) (18)

where µn is the step size for the algorithm that adjusts the feedforward section of the
proposed MUD. To compute the update rule for the feedback parameter vector fk of the
decision feedback receiver, we compute the gradient of J(Wk(i), fk(i)) with respect
to fk and obtain the following gradient-type recursion:

fk(i+ 1) = fk(i)− µfek(i)b̂(i) (19)

where µf is the step size of the algorithm that updates the feedback section.

6 Simulation Experiments

In this section we assess the BER and the convergence performance of the adaptive
receivers. The DS-CDMA system employs Gold sequences of length N = 15. The
carrier frequency of the system was chosen to be 1900 MHz. It is assumed here that
the channels experienced by different users are statistically independent and identically
distributed. The channel coefficients for each user k (k = 1, . . . ,K) are hk,l(i) =
pl|αk,l(i)|, where αk,l(i) (l = 0, 1, . . . , Lp−1) is a complex Gaussian random sequence
obtained by passing complex white Gaussian noise through a filter with approximate
transfer function β/

√
1− (f/fd)2 where β is a normalization constant, fd = v/λ is

the maximum Doppler shift, λ is the wavelength of the carrier frequency, and v is the
speed of the mobile [9]. For each user, say user k, this procedure corresponds to the
generation of Lp independent sequences of correlated, unit power (E[|αk,l(i)|2 = 1),
Rayleigh random variables and has a bandwidth of 4.84 MHz, which corresponds to
the data rate of 312.2 kbps. The simulations assess and compare the BER performance
of the DF and linear receivers operating with the LMS, DF and non-DF neural MUDs
operating with the algorithms of Section V, the SUD and the single user bound (SU-
Bound), which corresponds to the SUD in a system with a single user (no MAI). Note
that for the neural receiver without DF we make f = 0 in the structure and algorithms
of Sections IV and V. The parameters of the algorithms are optimised for each situation
and we assume perfect power control in the DS-CDMA system. The activation function
φ(.) for the neural receiver is the hyperbolic tangent (i.e. tanh(.)) in all simulations.
The receivers process 103 data symbols, averaged over 100 independent experiments
in a scenario where the mobile terminals move at 80km/h. The algorithms are adjusted
with 200 training data symbols during the training period and then switch to decision
directed mode in all experiments. We remark that the BER performance shown in the
results refers to the average BER amongst the K users.

6.1 Flat Rayleigh fading channel performance

The BER and the BER convergence performance of the receivers were evaluated in
a flat Rayleigh fading channel (Lp = 1, p0 = 1) with additive white gaussian noise
(AWGN). The BER convergence performance of the MUDs is shown in Fig. 2, where



the proposed DF neural MUD achieves the best performance, followed by the neural
receiver without DF, the DF MUD with linear FIR filters, the linear receiver and the
SUD. In Figs. 3 and 4 the BER performance versus the number of users (K) and versus
Eb/N0, respectively, is illustrated. The results show that the novel DF neural MUD
achieves the best BER performance, outperforming the neural MUD, the DF MUD, the
linear MUD and the SUD.

6.2 Multipath Rayleigh fading channel performance

The BER and the BER convergence performance of the receivers are now assessed in a
frequency selective Rayleigh fading channel with AWGN. The channel is modeled as a
two-path (Lp = 2) and the parameters are p0 = 0.895 and p1 = 0.447 for each user.
The BER convergence performance is shown in Fig. 5, whereas the BER performance
versus the number of users (K) and versus Eb/N0 is depicted in Figs. 6 and 7, respec-
tively. The results show that the new DF neural MUD has the best BER performance,
outperforming the neural MUD, the DF MUD, the linear MUD and the SUD.

7 Concluding Remarks

In this paper we proposed adaptive DF multiuser receivers for DS-CDMA systems using
recurrent neural networks. We developed SG adaptive algorithms for estimating the
parameters of the feedforward and feedback sections of the new receiver. A comparative
analysis through computer simulation experiments was carried out for evaluating the
BER performance of the proposed receiver and algorithms. The results have shown that
the novel DF neural MUD receiver outperforms the other analysed structures.
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Fig. 2. BER convergence performance of the
receivers in a flat Rayleigh fading channel with
AWGN, Eb/N0 = 8 dB and with K = 4
users. The parameters of the algorithms are
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Fig. 3. BER performance of the receivers in
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Eb/N0 = 8 dB and with a varying number
of users. The parameters of the algorithms are
µw = 0.005, µn = 0.005 and µf = 0.0015.
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Fig. 4. BER performance versus Eb/N0 for
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Fig. 5. BER convergence performance of the
receivers in a two-path Rayleigh fading chan-
nel with AWGN, Eb/N0 = 10 dB and with
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Fig. 6. BER performance versus number of
users for the receivers in a two-path Rayleigh
fading channel with AWGN, Eb/N0 = 8 dB.
The parameters of the algorithms are µw =
0.0025, µn = 0.0025 and µf = 0.0015.
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Fig. 7. BER performance versus Eb/N0 for
the receivers in a two-path Rayleigh fading
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The parameters of the algorithms are µw =
0.0025, µn = 0.0025 and µf = 0.0015.
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